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Smart Alex’s Answers

Chapter 1

Task 1

· What are (broadly speaking) the five stages of the research process? [image: image117.png]



· Generating a research question through an initial observation (hopefully backed up by some data).

· Generate a theory to explain your initial observation.

· Generate hypotheses: break your theory down into a set of testable predictions.

· Collect data to test the theory: decide on what variables you need to measure to test your predictions and how best to measure or manipulate those variables.

· Analyse the data: look at the data visually and by fitting a statistical model to see if it supports your predictions (and therefore your theory). At this point you should return to your theory and revise it if necessary.

Task 2

· What is the fundamental difference between experimental and correlational research? [image: image2.png]



· In a word, causality. In experimental research we manipulate a variable (predictor, independent variable) to see what effect it has on another variable (outcome, dependent variable). This manipulation, if done properly, allows us to compare situations where the causal factor is present to situations where it is absent. Therefore, if there are differences between these situations, we can attribute cause to the variable that we manipulated. In correlational research, we measure things that naturally occur and so we cannot attribute cause but instead look at natural covariation between variables.

Task 3

· What is the level of measurement of the following variables? [image: image3.png]



· The number of downloads of different bands’ songs on iTunes:

· This is a discrete ratio measure. It is discrete because you can download only whole songs, and it is ratio because it has a true zero (no downloads at all).

· The names of the bands that were downloaded.

· This is a nominal variable. Bands can be identified by their name, but the names have no meaningful order. That fact that Norwegian black metal band 1349 called themselves 1349 does not make them better than British boy-band has-beens 911; the fact that 911 were a bunch of talentless idiots does, though. 

· The position in the iTunes download chart.

· This is an ordinal variable. We know that the band at number 1 sold more than the band at number 2 or 3 (and so on) but we don’t know how many more downloads they had. So, this variable tells us the order of magnitude of downloads, but doesn’t tell us how many downloads there actually were.

· The money earned by the bands from the downloads.

· This variable is continuous and ratio. It is continuous because money (pounds, dollars, euros or whatever) can be broken down into very small amounts (you can earn fractions of euros even though there may not be an actual coin to represent these fractions).

· The weight of drugs bought by the band with their royalties.

· This variable is continuous and ratio. If the drummer buys 100 g of cocaine and the singer buys 1 kg, then the singer has 10 times as much.

· The type of drugs bought by the band with their royalties.

· This variable is categorical and nominal: the name of the drug tells us something meaningful (crack, cannabis, amphetamine, etc.) but has no meaningful order.

· The phone numbers that the bands obtained because of their fame.

· This variable is categorical and nominal too: the phone numbers have no meaningful order; they might as well be letters. A bigger phone number did not mean that it was given by a better person.

· The gender of the people giving the bands their phone numbers.

· This variable is categorical and binary: the people dishing out their phone numbers could fall into one of only two categories (male or female).

· The instruments played by the band members.

· This variable is categorical and nominal too: the instruments have no meaningful order but their names tell us something useful (guitar, bass, drums, etc.).

· The time they had spent learning to play their instruments.

· This is a continuous and ratio variable. The amount of time could be split into infinitely small divisions (nanoseconds even) and there is a meaningful true zero (zero time spent learning your instrument means that, like 911, you can’t play at all).

Task 4

· Say I own 857 CDs. My friend has written a computer program that uses a webcam to scan my shelves in my house where I keep my CDs and measure how many I have. His program says that I have 863 CDs. Define measurement error. What is the measurement error in my friend’s CD counting device? [image: image4.png]



· Measurement error is the difference between the true value of something and the numbers used to represent that value. In this trivial example, the measurement error is 6 CDs. In this example we know the true value of what we’re measuring; usually we don’t have this information so we have to estimate this error rather than knowing its actual value.

Task 5

· Sketch the shape of a normal distribution, a positively skewed distribution and a negatively skewed distribution. [image: image5.png]



Normal:
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Positive skew:

[image: image7.png]6000+
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Negative skew:
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Chapter 2

Task 1

· Why do we use samples? [image: image9.png]



We are usually interested in populations, but because we cannot collect data from every human being (or whatever) in the population, we collect data from a small subset of the population (known as a sample) and use these data to infer things about the population as a whole.

Task 2

· What is the mean and how do we tell if it’s representative of our data? [image: image10.png]



The mean is a simple statistical model of the centre of a distribution of scores. – a hypothetical estimate of the ‘typical’ score. We use the variance, or standard deviation, to tell us whether it is representative of our data. The standard deviation is a measure of how much error there is associated with the mean: a small standard deviation indicates that the mean is a good representation of our data.

Task 3

· What’s the difference between the standard deviation and the standard error? [image: image11.png]



The standard deviation tells us how much observations in our sample differ from the mean value within our sample. The standard error tells us not about how the sample mean represents the sample itself, but how well the sample mean represents the population mean. The standard error is the standard deviation of the sampling distribution of a statistic. For a given statistic (e.g. the mean) it tells us how much variability there is in this statistic across samples from the same population. Large values, therefore, indicate that a statistic from a given sample may not be an accurate reflection of the population from which the sample came.

Task 4

· In Chapter 1 we used an example of the time taken for 21 heavy smokers to fall off of a treadmill at the fastest setting (18, 16, 18, 24, 23, 22, 22, 23, 26, 29, 32, 34, 34, 36, 36, 43, 42, 49, 46, 46, 57). Calculate the sums of squares, variance, standard deviation and standard error of these data. [image: image12.png]



To calculate the sum of squares, take the mean from each value, then square this difference. Finally, add up these squared values:

[image: image13.jpg]Value Mean Difference Difference squared

18 32.19 -14.19 201.37
16 32.19 -16.19 262.13
18 32.19 -14.19 201.37
24 32.19 -8.19 67.08
23 32.19 -9.19 84.46
22 32.19 -10.19 103.85
22 32.19 -10.19 103.85
23 32.19 -9.19 84.46
26 32.19 -6.19 38.32
29 32.19 -3.19 10.18
32 32.19 -0.19 0.04
34 32.19 1.81 3.27
34 32.19 1.81 3.27
36 32.19 3.81 14.51
36 32.19 3.81 14.51
43 32.19 10.81 116.85
42 32.19 9.81 96.23
49 32.19 16.81 282.56
46 32.19 13.81 190.70
46 32.19 13.81 190.70
57 32.19 24.81 615.51

Sum = 2685.24





So, the sum of squared errors is a massive 2685.24.

The variance is the sum of squared errors divided by the degrees of freedom (N – 1). There were 21 scores and so the degrees of freedom were 20. The variance is, therefore, 2685.24/20 = 134.26.

The standard deviation is the square root of the variance: [image: image14.wmf]26
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The standard error will be: 
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The sample is small, so to calculate the confidence interval we need to find the appropriate value of t. First we need to calculate the degrees of freedom. With 21 data points, the degrees of freedom are 20. For a 95% confidence interval we can look up the value in the column labelled ‘Two-Tailed Test’, ‘0.05’ in the table of critical values of the t-distribution (Appendix). The corresponding value is 2.09. The confidence interval limits are therefore:
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 = 32.19 – (2.09 × 2.53) = 26.90
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upper boundary of confidence interval =
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= 32.19 + (2.09 × 2.53) = 37.48

Task 5

· What do the sum of squares, variance and standard deviation represent? How do they differ? [image: image18.png]



All of these measures tell us something about how well the mean fits the observed sample data. Large values (relative to the scale of measurement) suggest the mean is a poor fit of the observed scores, and small values suggest a good fit. They are also, therefore, measures of dispersion with large values indicating a spread-out distribution of scores and small values showing a more tightly packed distribution. These measures all represent the same thing, but differ in how they express it. The sum of squared errors is a ‘total’ and is, therefore, affected by the number of data points. The variance is the ‘average’ variability but in units squared. The standard deviation is the average variation but converted back to the original units of measurement. As such, the size of the standard deviation can be compared to the mean (because they are in the same units of measurement).

Task 6

· What is a test statistic and what does it tell us? [image: image19.png]



A test statistic is a statistic for which we know how frequently different values occur. The observed value of such a statistic is typically used to test hypotheses, or to establish whether a model is a reasonable representation of what’s happening in the population.

Task 7

· What are Type I and Type II errors? [image: image20.png]



A Type I error occurs when we believe that there is a genuine effect in our population, when in fact there isn’t. A Type II error occurs when we believe that there is no effect in the population, when in reality there is.
Task 8

· What is an effect size and how is it measured?

An effect size is an objective and standardized measure of the magnitude of an observed effect. Measures include Cohen’s d, the odds ratio and Pearson’s correlations coefficient, r.

Task 9

· What is statistical power?

Power is the ability of a test to detect an effect of a particular size (a value of .80 is a good level to aim for).

Chapter 3

Task 1

· Your second task is to enter the data that I used to create Figure 3.10. These data show the score (out of 20) for 20 different students some of whom are male and some female, and some of whom were taught using positive reinforcement (being nice) and others who were taught using punishment (electric shock). Just to make it hard, the data should not be entered in the same way that they are laid out below.

The data can be found in the file MethodOfTeaching.sas7bdat and should look like this:
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Task 2

	· Research has looked at emotional reactions to infidelity and found that men get homicidal and suicidal and women feel undesirable and insecure (Shackelford, LeBlanc, & Drass, 2000). Let’s imagine we did some similar research: we took some men and women and got their partners to tell them they had slept with someone else. We then took each person to two shooting galleries and each time gave them a gun and 100 bullets. In one gallery was a human-shaped target with a picture of their own face on it, and in the other was a target with their partner’s face on it. They were left alone with each target for 5 minutes and the number of bullets used was measured. The data are below, enter them into SAS. (Clue: They are not entered in the format in the table!)


The data can be found in the file Infidelity.sas7bdat and should look like this:
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Chapter 4

Task 1

	· Using the data from Chapter 3 (which you should have saved, but if you didn’t 
then re-enter it) plot and interpret the following graphs:
· An error bar chart showing the mean number of friends for students and lecturers.
· An error bar chart showing the mean alcohol consumption for students and lecturers.
· A scatterplot (with regression lines) of alcohol consumption and neuroticism grouped by lecturer/student.
· A scatterplot matrix of alcohol consumption, neuroticism and number of friends.


The following syntax generates the error bar chart showing the mean number of friends:

PROC GCHART DATA=dsusas.myfirstdata;


VBAR job /SUMVAR = NumberOfFriends


TYPE=MEAN  ERRORBAR=TOP

;



RUN;
The error bar chart will look like this:
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We can conclude that, on average, lecturers had more friends than students.

The following syntax generates the error bar chart showing the mean alcohol consumption (note that I have used ERRORBAR=BOTH this time, rather than ERRORBAR=TOP).

PROC GCHART DATA=dsusas.myfirstdata;


VBAR job /SUMVAR = Alcohol


TYPE=MEAN  ERRORBAR=BOTH

;



RUN;

The error bar chart will look like this:

[image: image24.emf]alcohol MEAN

0

10

20

30

job

Lecturer Student


We can conclude that, on average, students and lecturers drank similar amounts, but the error bars tells us that the mean is a better representation of the population for students than for lecturers (there is more variability in lecturers’ drinking habits compared to students’).

The syntax to draw the scatterplot with regression lines of alcohol consumption and neuroticism follows.  Note that I have two SYMBOL commands (SYMBOL1 and SYMBOL2) before the GPLOT command, which tells SAS that I would like a Regression line (INTERPOL=R), that I want the markers to be CIRCLEs for the first group, and DIAMONDS for the second group, and that I would like the colors of the lines to be RED and BLACK.

SYMBOL1 INTERPOL=R V=CIRCLE COLOR=RED;

SYMBOL2 INTERPOL=R V=DIAMOND COLOR=BLACK;

PROC GPLOT DATA=dsusas.myfirstdata;


PLOT alcohol*neuroticism=job;


RUN;
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We can conclude that for lecturers, as neuroticism increases so does alcohol consumption (a positive relationship), but for students the opposite is true, as neuroticism increases alcohol consumption decreases. (Note that SAS has scaled this graph oddly because only the y-axis  starts at zero; as a bit of extra practice why not edit the two axes so that they start at zero?)

Now for the scatterplot matrix with regression lines of alcohol consumption, neuroticism and number of friends. At this point we need to apologize, because we didn’t actually tell you how to do this in the book.  If you follow the book, you’ll get this far:

PROC SGSCATTER DATA=dsusas.myfirstdata;


MATRIX alcohol neuroticism numberoffriends ;


RUN;
But that doesn’t draw any regression lines, and you can’t (as far as we know) unless you take a different approach.  Instead of using MATRIX, you need to use PLOT.  Then you list the variables you want plotted against each other, in the form (list of variables * list of variables).  With the PLOT option, you can specify REG as an option.  

PROC SGSCATTER DATA=dsusas.myfirstdata;


PLOT (alcohol neuroticism numberoffriends)*

(alcohol neuroticism numberoffriends) 




/REG;


RUN;
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Task 2

· Using the Infidelity.sas7bdat data from Chapter 3 (see Smart Alex’s task) plot a clustered error bar chart of the mean number of bullets used against the self and the partner for males and females.

A clustered bar chart is very similar to a regular bar chart.  However, the infidelity data set is a repeated measures data set, which means we need to transpose the data to be tall, rather than wide.  The first thing we need to do to transpose the data is to create an ID variable; we’ll do that in a DATA step, making use of the fact that the variable _N_ is the row number.

data infidelity; set dsusas.infidelity;


id = _N_;


run;
Then we’ll transpose the data, to make it long.

PROC TRANSPOSE DATA=infidelity OUT=longinfidelity PREFIX=bullets;


BY id gender;


RUN;

When the data set was wide (original format) it looked like this:
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We made it tall, and so it looks like this:
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You can see that the person with ID 1 in the first row used to have two variables – bullets for partner’s face, with the value 69, and bullets for own face, with the value 33.  They now have a single variable, called Bullets1, which has two rows – one representing partner’s face, and one representing own face.

Now we can run the following syntax:

goptions vsize=5 hsize=5;

PROC GCHART DATA=longinfidelity;


VBAR _name_ /SUMVAR = bullets1



TYPE=MEAN 



GROUP=gender
;



RUN;


To produce this chart:
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The graph shows that, on average, males and females did not differ much in the number of bullets that they shot at the target when it had their partner’s face on it. However, men used fewer bullets than women when the target had their own face on it.

Chapter 5

Task 1

	· Using the ChickFlick.sas7bdat data from Chapter 4, check the assumptions of normality for the two films (ignore gender): are the assumptions met? [image: image30.png]





The output you should get look like those reproduced below (I used proc univariate, first, to check for normality, as described in Chapter 5).

PROC SORT DATA=chap5.chickflick;


BY film;


RUN;

PROC UNIVARIATE DATA=chap5.chickflick NORMAL;


BY film;


VAR arousal;


RUN;
The skewness statistics are –0.3779 for Bridget Jones’s Diary, and 0.04 for Memento. These values are not sufficiently large to concern us (we could also use the macro to get a standard error, but remember that the magnitude of skew and kurtosis matters more than the statistical significance). For kurtosis these values are –0.254 for Bridget Jones’s Diary and 1.024 for Memento, so although Memento shows more positive kurtosis, neither is sufficiently large to concern us.

The Q–Q plots confirm these findings: for both films the expected quantile points are close to those that would be expected from a normal distribution (i.e. the dots fall close to the diagonal line).

The K–S tests show no significant deviation from normality for both films. We could report that arousal scores for Bridget Jones’s Diary, D= 0.13, ns, and Memento, D = 0.10, ns, were both not significantly different from a normal distribution. Therefore we can assume normality in the sample data.

	The UNIVARIATE Procedure

	Variable:  AROUSAL  (Arousal)


film=Bridget Jones's Diary

	Moments

	N
	20
	Sum Weights
	20

	Mean
	14.8
	Sum Observations
	296

	Std Deviation
	5.72712843
	Variance
	32.8

	Skewness
	-0.3779055
	Kurtosis
	-0.2544342

	Uncorrected SS
	5004
	Corrected SS
	623.2

	Coeff Variation
	38.6968137
	Std Error Mean
	1.28062485


	Basic Statistical Measures

	Location
	Variability

	Mean
	14.80000
	Std Deviation
	5.72713

	Median
	15.00000
	Variance
	32.80000

	Mode
	13.00000
	Range
	21.00000

	
	
	Interquartile Range
	7.00000


	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.97157
	Pr < W
	0.7876

	Kolmogorov-Smirnov
	D
	0.126649
	Pr > D
	>0.1500

	Cramer-von Mises
	W-Sq
	0.029597
	Pr > W-Sq
	>0.2500

	Anderson-Darling
	A-Sq
	0.205809
	Pr > A-Sq
	>0.2500
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film=Memento

	Moments

	N
	20
	Sum Weights
	20

	Mean
	25.25
	Sum Observations
	505

	Std Deviation
	7.12944229
	Variance
	50.8289474

	Skewness
	0.03975885
	Kurtosis
	-1.0237812

	Uncorrected SS
	13717
	Corrected SS
	965.75

	Coeff Variation
	28.235415
	Std Error Mean
	1.59419176


	Basic Statistical Measures

	Location
	Variability

	Mean
	25.25000
	Std Deviation
	7.12944

	Median
	24.50000
	Variance
	50.82895

	Mode
	14.00000
	Range
	23.00000

	
	
	Interquartile Range
	10.50000


	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.960388
	Pr < W
	0.5516

	Kolmogorov-Smirnov
	D
	0.097375
	Pr > D
	>0.1500

	Cramer-von Mises
	W-Sq
	0.030711
	Pr > W-Sq
	>0.2500

	Anderson-Darling
	A-Sq
	0.223098
	Pr > A-Sq
	>0.2500
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Task 2

	· Remember that the numeracy scores were positively skewed in the SASExam.sas7bdat data (see Figure 5.3)? Transform these data using one of the transformations described in this chapter: do the data become normal?


and those of the transformed scores (I’ve included three

transformations discussed in the chapter):
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None of these histograms appears to be normal. Below are the tables of results from the K–S test, all of which are significant. The only conclusion is that although the square root transformation does the best job of normalizing the data, none of these transformations actually works!

PROC UNIVARIATE DATA=sasexam NORMAL;

RUN;

(Notice that we didn’t specify any variables – that’s OK, if we don’t, SAS will just include all of them.)

Numeracy

	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.961309
	Pr < W
	0.0050

	Kolmogorov-Smirnov
	D
	0.1021
	Pr > D
	0.0112

	Cramer-von Mises
	W-Sq
	0.24529
	Pr > W-Sq
	<0.0050

	Anderson-Darling
	A-Sq
	1.403126
	Pr > A-Sq
	<0.0050


Log of Numeracy:

	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.959106
	Pr < W
	0.0035

	Kolmogorov-Smirnov
	D
	0.120149
	Pr > D
	<0.0100

	Cramer-von Mises
	W-Sq
	0.20169
	Pr > W-Sq
	<0.0050

	Anderson-Darling
	A-Sq
	1.325367
	Pr > A-Sq
	<0.0050


Square Root of Numeracy

	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.969532
	Pr < W
	0.0204

	Kolmogorov-Smirnov
	D
	0.107563
	Pr > D
	<0.0100

	Cramer-von Mises
	W-Sq
	0.16738
	Pr > W-Sq
	0.0149

	Anderson-Darling
	A-Sq
	1.029378
	Pr > A-Sq
	0.0099


Reciprocal of Numeracy

	Tests for Normality

	Test
	Statistic
	p Value

	Shapiro-Wilk
	W
	0.763293
	Pr < W
	<0.0001

	Kolmogorov-Smirnov
	D
	0.223056
	Pr > D
	<0.0100

	Cramer-von Mises
	W-Sq
	1.055881
	Pr > W-Sq
	<0.0050

	Anderson-Darling
	A-Sq
	6.570148
	Pr > A-Sq
	<0.0050


Chapter 6

Task 1

	· A student was interested in whether there was a positive relationship between the time spent doing an essay and the mark received. He got 45 of his friends and timed how ling they spent writing an essay (hours) and the percentage they got in the essay (essay). He also translated these grades into their degree classifications (grade): first, upper second, lower second and third class. Using the data in the file EssayMarks.sas7bdat find out what the relationship was between the time spent doing an essay and the eventual mark in terms of percentage and degree class (draw a scatterplot too!). [image: image35.png]





We’re interested in looking at the relationship between hours spent on an essay and the grade obtained. We could simply do a scatterplot of hours spent on the essay (x-axis) and essay mark (y-axis).  If we want the regression line, we’ll also need to tell SAS that we’d like that beforehand, using the SYMBOL command.

SYMBOL1 INTERPOL=R V=CIRCLE COLOR=BLACK;

PROC GPLOT DATA=dsusas.essaymarks;


PLOT  essay*hours;


RUN;
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We’ll also calculate the Pearson correlations, using PROC CORR.

PROC GPLOT DATA=dsusas.essaymarks;


PLOT  essay*hours;


RUN;

	Simple Statistics

	Variable
	N
	Mean
	Std Dev
	Sum
	Minimum
	Maximum
	Label

	ESSAY
	45
	63.44991
	6.75725
	2855
	48.22930
	79.87775
	Essay Mark (%)

	HOURS
	45
	8.34902
	2.72545
	375.70596
	2.88661
	15.01048
	Hours Spent on Essay


The result of which is:

	Pearson Correlation Coefficients, N = 45
Prob > |r| under H0: Rho=0

	
	ESSAY
	HOURS

	ESSAY
Essay Mark (%)
	1.00000

	0.26668
0.0766

	HOURS
Hours Spent on Essay
	0.26668
0.0766
	1.00000



This hypothesis is not supported because although Pearson’s r = .27 (a medium effect size), p < .05, is significant.

The second part of the question asks us to do the same analysis but when the percentages are recoded into degree classifications. The degree classifications are ordinal data (not interval): they are ordered categories, so we shouldn’t use Pearson’s test statistic, but Spearman’s and Kendall’s ones instead:

PROC CORR DATA=dsusas.essaymarks SPEARMAN KENDALL;


VAR  grade hours;


RUN;
	Spearman Correlation Coefficients, N = 45
Prob > |r| under H0: Rho=0

	
	GRADE
	HOURS

	GRADE
Grade
	1.00000

	-0.19308
0.2038

	HOURS
Hours Spent on Essay
	-0.19308
0.2038
	1.00000



	Kendall Tau b Correlation Coefficients, N = 45
Prob > |tau| under H0: Tau=0

	
	GRADE
	HOURS

	GRADE
Grade
	1.00000

	-0.15756
0.1784

	HOURS
Hours Spent on Essay
	-0.15756
0.1784
	1.00000



In both cases the correlation is non-significant. There was no significant relationship between degree grade classification for an essay and the time spent doing it, ρ = –.19, ns, and τ = –.16, ns. Note that the direction of the relationship has reversed. This has happened because the essay marks were recoded as 1 (first), 2 (upper second), 3 (lower second) and 4 (third), so high grades were represented by low numbers!

This illustrates one of the benefits of not taking continuous data (like percentages) and transforming them into categorical data: when you do, you lose information and often statistical power! 

Task 2

	· Using the ChickFlick.sas7bdat data from Chapter 3, is there a relationship between gender and arousal? Using the same data, is there a relationship between the film watched and arousal? [image: image37.png]





Now, both gender and the film watched are categorical variables with two categories. Therefore, we need to look at this relationship using a point–biserial correlation. However, the variables are strings (of text) not numbers, so we cannot analyse them directly.  We need to change them from strings to numbers. There are two ways to do this.  First, we’ll show the easy way, which is to use a DATA step.  We will create a variable called ‘female’ and make it 0 (for no) if the respondent is not female, and 1 if the respondent is female.

DATA chickflicknum; SET dsusas.chickflick;


female = gender EQ “Female”;


RUN; 

We could do that for the films, but typing the film names is harder.  Plus, there might be situations where there are lots of films in our data set, and we don’t know all their names.  Because of that we are going to use a more complicated, but much more flexible way.  (Feel free to just use a DATA step if you prefer.)  

First, we need to find out what the movies are, and output that to a data set.  We’ll use PROC FREQ for that.

The PROC FREQ command below has an extra option on the TABLES line: OUT=films; this tells SAS to take the output and put it into a new data set, called films (which will be in the work folder, because we didn’t tell SAS where to put it).

PROC FREQ DATA=dsusas.chickflick;


TABLES film / OUT=films;


run;

Let’s take a look at that data set:
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We can take that data set, and add the row number (in much the same way we did earlier, to get ready for the transpose); we’ll subtract 1 from the filmnumber, to make it 0, 1.  We’ll also take the opportunity to get rid of a couple of variables that we don’t need.

DATA films; SET films;


filmnumber = _N_ - `1;

DROP count percent;


RUN; 

Now we can merge that file into our chickflicknum file (that’s the one where we already added the female variable).  We need to sort the chickflicknum data set first.

PROC SORT DATA=chickflicknum;


BY film;


RUN;

And when we’ve done that, we can join the two files together. We do this with a DATA step, but instead of specifying SET, we specify merge, and give the data sets to merge, then we add a BY line, which tells SAS which variables we need to match on.

DATA chickflicknum2; merge chickflicknum films;


BY film;


RUN;

Checking on the data, you can see that we have a variable called filmnumber, which is a numeric variable that matches film.  How cool is that?
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OK, now we’re ready for the correlations. The resulting tables are as follows:

	Pearson Correlation Coefficients, N = 40
Prob > |r| under H0: Rho=0

	
	female
	AROUSAL

	female

	1.00000

	-0.18017
0.2659

	AROUSAL
Arousal
	-0.18017
0.2659
	1.00000



	Pearson Correlation Coefficients, N = 40
Prob > |r| under H0: Rho=0

	
	filmnumber
	AROUSAL

	filmnumber

	1.00000

	0.63822
<.0001

	AROUSAL
Arousal
	0.63822
<.0001
	1.00000



As you can see, there was no significant relationship between gender and arousal, r = –.18, ns. However, there was a significant relationship between the film watched and arousal, r = .64, p < .001. Looking at how the groups were coded, you should see that Bridget Jones’s Diary had a code of 1, and Memento had a code of 0, therefore this result reflects the fact that as film goes up (changes from 0 to 1) arousal goes down. Put another way, as the film changes from Bridget Jones’s Diary to Momento, arousal increases. So, Momento gave rise to the greater arousal levels.

Task 3

· As a statistics lecturer I am always interested in the factors that determine whether a student will do well on a statistics course. One potentially important factor is their previous expertise with mathematics. Imagine I took 25 students and looked at their degree grades for my statistics course at the end of their first year at university. In the UK, a student can get a first-class mark (the best), an upper-second class mark, a lower second, a third, a pass or a fail (the worst). I also asked these students what grade they got in their GCSE maths exams. In the UK GCSEs are school exams taken at age 16 that are graded A, B, C, D, E or F (an A grade is better than all of the lower grades). The data for this study are in the file grades.sas7bdat. Carry out the appropriate analysis to see if GCSE maths grades correlate with first-year statistics grades. [image: image40.png]



Let’s look at these variables. The grades a student can get at university – first, upper second, lower second, third, pass or fail – are categories, but they have an order to them (an upper second is better than a lower second). Likewise, school GCSE grades – A, B, C, D, E or F – are categories that have an order of importance. When you have categories like these that can be ordered in a meaningful way, the data are said to be ordinal. The data are not interval, because a first-class mark encompasses a 30% range (70–100%) whereas an upper second only covers a 10% range (60–70%). When data have been measured at only the ordinal level they are said to be non-parametric and Pearson’s correlation is not appropriate. Therefore, the Spearman correlation coefficient is used.

The data are in two columns: one called stats and one labelled gcse. Each of the categories described above has been coded with a numeric value. In both cases, the highest grade (first class or A grade) has been coded with the value 1, with subsequent categories being labelled 2, 3 and so on. Note that for each numeric code I have provided a value label (just like we did for coding variables).

The procedure for doing the Spearman correlation is the same as for Pearson’s correlation except that we add SPEARMAN to the PROC CORR line.

PROC CORR DATA=dsusas.grades SPEARMAN;


VAR gcse stats;


RUN; 

The SAS output shows the Spearman correlation on the variables stats and gcse. The output shows a matrix giving the correlation coefficient between the two variables (.455), underneath is the significance value of this coefficient (.022), and we can also see the sample size (25). The significance value for this correlation coefficient is less than .05; therefore, it can be concluded that there is a significant relationship between a student’s grade in GCSE maths and their degree grade for their statistics course. The correlation itself is positive: therefore, we can conclude that as GCSE grades improve, there is a corresponding improvement in degree grades for statistics. As such, the hypothesis was supported. Finally, it is good to check that the value of N corresponds to the number of observations that were made. If it doesn’t then data may have been excluded for some reason.

	Spearman Correlation Coefficients, N = 25
Prob > |r| under H0: Rho=0

	
	GCSE
	STATS

	GCSE
GCSE Maths Grade
	1.00000

	0.45460
0.0224

	STATS
Statistics Grade
	0.45460
0.0224
	1.00000



We could also look at Kendall’s correlation by adding KENDALL to the PROC CORR line. The output is much the same as for Spearman’s correlation.

	Kendall Tau b Correlation Coefficients, N = 25
Prob > |tau| under H0: Tau=0

	
	GCSE
	STATS

	GCSE
GCSE Maths Grade
	1.00000

	0.35396
0.0293

	STATS
Statistics Grade
	0.35396
0.0293
	1.00000



The actual value of the correlation coefficient is less than Spearman’s correlation (it has decreased from .455 to .354). Despite the difference in the correlation coefficients we can still interpret this result as being a highly significant positive relationship (because the significance value of .029 is less than .05). However, Kendall’s value is a more accurate gauge of what the correlation in the population would be. As with Pearson’s correlation, we cannot assume that the GCSE grades caused the degree students to do better in their statistics course.

We could report these results as follows:

1. There was a positive relationship between a person’s statistics grade and their GCSE maths grade, rs = .45, p < .05. 

2. There was a positive relationship between a person’s statistics grade and their GCSE maths grade, ( = .35, p < .05. (Note that I’ve quoted Kendall’s tau here.)

Chapter 7

Task 1

· A fashion student was interested in factors that predicted the salaries of catwalk models. She collected data from 231 models. For each model she asked them their salary per day on days when they were working (salary), their age (age), how many years they had worked as a model (years), and then got a panel of experts from modelling agencies to rate the attractiveness of each model as a percentage with 100% being perfectly attractive (beauty). The data are in the file Supermodel.sas7bdat. Unfortunately, this fashion student bought some substandard statistics text and so doesn’t know how to analyse her data. Can you help her out by conducting a multiple regression to see which variables predict a model’s salary? How valid is the regression model?

We will run a regression, and save and examine the residuals.  We will use ODS GRAPHICS ON; to output some useful plots.

ODS GRAPHICS ON;

PROC REG DATA=dsusas.supermodel;


MODEL salary = age years beauty / COLLIN;


OUTPUT OUT=resids STUDENT=student 


run;

ODS GRAPHICS OFF;

PROC UNIVARIATE DATA=RESIDS;


var student;


RUN;
	Number of Observations Read
	231

	Number of Observations Used
	231


	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	3
	10872
	3623.98787
	17.07
	<.0001

	Error
	227
	48203
	212.34709
	
	

	Corrected Total
	230
	59075
	
	
	


	Root MSE
	14.57213
	R-Square
	0.1840

	Dependent Mean
	11.33845
	Adj R-Sq
	0.1733

	Coeff Var
	128.51961
	
	


To begin with, a sample size of 231 with three predictors seems reasonable because this would easily detect medium to large effects (see the diagram in the chapter).

Overall, the model accounts for 18.4% of the variance in salaries and is a significant fit of the data (F(3, 227) = 17.07, p < .001). The adjusted R2 (.17) shows some shrinkage from the unadjusted value (.184), indicating that the model may not generalize well. We can also use Stein’s formula:
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This also shows that the model may not cross-generalize well.

	Parameter Estimates

	Variable
	Label
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|
	Tolerance
	Variance
Inflation

	Intercept
	Intercept
	1
	-60.88975
	16.49658
	-3.69
	0.0003
	.
	0

	AGE
	Age (Years)
	1
	6.23445
	1.41123
	4.42
	<.0001
	0.07903
	12.65284

	YEARS
	Number of Years as a Model
	1
	-5.56125
	2.12218
	-2.62
	0.0094
	0.08226
	12.15676

	BEAUTY
	Attractiveness (%)
	1
	-0.19639
	0.15236
	-1.29
	0.1987
	0.86703
	1.15336


In terms of the individual predictors we could report:

	· 
	
	B
	SE B
	(

	
	
	
	

	· 
	Constant
	–60.89
	16.50
	

	· 
	Age
	6.23
	1.41
	.94**

	· 
	Years as a model
	–5.56
	2.12
	–.55*

	· 
	Attractiveness
	–0.20
	0.15
	–.08


Note: R2 = .18 (p < .001). * p < .01, ** p < .001.

It seems as though salaries are significantly predicted by the age of the model. This is a positive relationship (look at the sign of the beta), indicating that as age increases, salaries increase too. The number of years spent as a model also seems to significantly predict salaries, but this is a negative relationship indicating that the more years you’ve spent as a model, the lower your salary. This finding seems very counter-intuitive, but we’ll come back to it later. Finally, the attractiveness of the model doesn’t seem to predict salaries.

If we wanted to write the regression model, we could write it as:
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The next part of the question asks whether this model is valid.

	Collinearity Diagnostics

	Number
	Eigenvalue
	Condition
Index
	Proportion of Variation

	
	
	
	Intercept
	AGE
	YEARS
	BEAUTY

	1
	3.92471
	1.00000
	0.00021613
	0.00009009
	0.00053798
	0.00043598

	2
	0.07016
	7.47918
	0.00871
	0.00003699
	0.08027
	0.01636

	3
	0.00415
	30.75815
	0.29927
	0.01731
	0.01284
	0.94359

	4
	0.00097814
	63.34380
	0.69180
	0.98256
	0.90635
	0.03961
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	Extreme Observations

	Lowest
	Highest

	Value
	Obs
	Value
	Obs

	-1.73624
	114
	3.31914
	155

	-1.73157
	101
	3.44003
	116

	-1.70173
	224
	3.53136
	198

	-1.68509
	183
	4.69661
	5

	-1.49893
	229
	4.71728
	135


· Residuals: There are six cases that appear to have a standardized residual greater than 3.0, and two of these are fairly substantial (cases 5 and 135). We have 5.19% of cases with standardized residuals above 2, so that’s as we expect, but 3% of cases with residuals above 2.5 (we’d expect only 1%), which indicates possible outliers. 

· Normality of errors: The histogram reveals a skewed distribution indicating that the normality of errors assumption has been broken (first set of graphs on the bottom left). The normal Q–Q plot verifies this because the dashed line deviates considerably from the straight line (which indicates what you’d get from normally distributed errors).

·  Homoscedasticity and independence of errors: The scatterplot of predicted versus residual or predicted versus studentized residual (first and second graphs) do not show a random pattern. There is a distinct funnelling indicating heteroscedasticity. 

· Multicollinearity: For the age and experience variables in the model, VIF values are above 10 (or alternatively, tolerance values are all well below 0.1) indicating multicollinearity in the data. In fact, if you look at the correlation between these two variables it is around .9! So, these two variables are measuring very similar things. Of course, this makes perfect sense because the older a model is, the more years she would’ve spent modelling. So, it was fairly stupid to measure both of these things. This also explains the weird result that the number of years spent modelling negatively predicted salary (i.e. more experience = less salary!): in fact if you do a simple regression with experience as the only predictor of salary you’ll find it has the expected positive relationship. This hopefully demonstrates why multicollinearity can bias the regression model.

All in all, several assumptions have not been met and so this model is probably fairly unreliable.

Task 2

	· Using the Glastonbury data from this chapter (with the dummy coding in GlastonburyDummy.sas7bdat), which you should’ve already analysed, comment on whether you think the model is reliable and generalizable.


This question asks whether this model is valid.

	Number of Observations Read
	810

	Number of Observations Used
	123

	Number of Observations with Missing Values
	687


	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	3
	4.64647
	1.54882
	3.27
	0.0237

	Error
	119
	56.35780
	0.47359
	
	

	Corrected Total
	122
	61.00427
	
	
	


	Root MSE
	0.68818
	R-Square
	0.0762

	Dependent Mean
	-0.67504
	Adj R-Sq
	0.0529

	Coeff Var
	-101.94680
	
	


	Parameter Estimates

	Variable
	Label
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|
	Tolerance
	Variance
Inflation

	Intercept
	Intercept
	1
	-0.55431
	0.09036
	-6.13
	<.0001
	.
	0

	MUSIC1
	No Affiliation vs. Crusty
	1
	-0.41152
	0.16703
	-2.46
	0.0152
	0.87879
	1.13793

	MUSIC2
	No Affiliation vs. Metaller
	1
	0.02838
	0.16033
	0.18
	0.8598
	0.87426
	1.14382

	MUSIC3
	No Affiliation vs. Indie Kid
	1
	-0.40998
	0.20492
	-2.00
	0.0477
	0.90902
	1.10008


	Collinearity Diagnostics

	Number
	Eigenvalue
	Condition
Index
	Proportion of Variation

	
	
	
	Intercept
	MUSIC1
	MUSIC2
	MUSIC3

	1
	1.72695
	1.00000
	0.13653
	0.07561
	0.08206
	0.05023

	2
	1.00000
	1.31413
	0
	0.07169
	0.07781
	0.63205

	3
	1.00000
	1.31413
	0
	0.37446
	0.32111
	0

	4
	0.27305
	2.51489
	0.86347
	0.47823
	0.51902
	0.31771


[image: image45.png]Residual

Residual

Percent

Fit Diagnostics for CHANGE

o 8 5 8 5 8
o 2 2
ML o 8 8 8 78 °
1 1 o
= = 8
g g g
0 RIg 5 I 04 3 °
2 2
8| 2. g 81 2 88 8
g 3 : 3 o
o 2 o 2o
o o o
2 8 5 8 5 8
T T T T T T T T T T T T T
-09 -08 -0.7 -06 -0.5 -09 -08 -07 -06 -0.5 0.02 0.04 0.06
Predicted Value Predicted Value Leverage
2 1 g 0.06
° 8
- N 8
g A 0.04
= n I
0 2 3
5 -19 <]
© © 0.02
-1 o
24 °
OO
-2 0.00
T T T T T T T T T T T T T T
20 -1 0 1 2 -2 -1 0 1 0 200 400 600 800
Quantile Predicted Value Observation
25 - Fit-Mean Residual
20 4
4 °
1] g
154 Observations 123
0 — Parameters 4
10 - -— Error DF 119
MSE 0.4736
5 -1 ¢ R-Square  0.0762
é 8 Adj R-Square 0.0529
0 -2
T T T T T T T T T T T T
-22-14 -06 02 1 18 00 04 08 00 04 08

Residual

Proportion Less





[image: image46.png]Residual

Residual by Regressors for CHANGE

— o —
! ! !
00 OOGENEOTNNENIDD WO

O OOCDOO@O| 000D @O

000 OOCENIDGINNENEIIND @O

O®@ 4D @WDMWID®O

0.0 0.2 0.4 0.6 0.8 1.0
No Affiliation vs. Crusty
8
18 °
o
8
s
0-
-}
8
‘170 °
o
2] g
T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

No Affiliation vs. Indie Kid

T T T
0.2 0.4 0.6

No Affiliation vs. Metaller

0.8

1.0





	Extreme Observations

	Lowest
	Highest

	Value
	Obs
	Value
	Obs

	-2.67609
	202
	1.77077
	719

	-2.50019
	346
	1.94860
	254

	-2.35147
	31
	1.96801
	268

	-1.88456
	291
	2.23433
	479

	-1.69753
	55
	2.33693
	153


· Residuals: There are no cases that have a studentized residual greater than 3. We have approximately 4% of cases (4 of them) with studentized residuals above 2, so that’s as we expect, and 2 cases with residuals above 2.5 (and we’d expect 1%), which indicates the data are consistent with what we’d expect. 

· Normality of errors: The histogram looks reasonably normally distributed, indicating that the normality of errors assumption has probably been met. The normal Q–Q plot verifies this because the dashed line doesn’t deviate much from the straight line (which indicates what you’d get from normally distributed errors).

·  Homoscedasticity and independence of errors: The scatterplot of predicted versus residual does look a bit odd with categorical predictors, but essentially we’re looking for the height of the lines to be about the same (indicating the variability at each of the three levels is the same). This is true, indicating homoscedasticity. 

· Multicollinearity: For all variables in the model, VIF values are below 10 (or alternatively, tolerance values are all well above 0.2) indicating no multicollinearity in the data. 

All in all, the model looks fairly reliable (but you should check for influential cases!).

Task 3

· A study was carried out to explore the relationship between Aggression and several potential predicting factors in 666 children who had an older sibling. Variables measured were Parenting_Style (high score = bad parenting practices), Computer_Games (high score = more time spent playing computer games), Television (high score = more time spent watching television), Diet (high score = the child has a good diet low in additives), and Sibling_Aggression (high score = more aggression seen in their older sibling). Past research indicated that parenting style and sibling aggression were good predictors of the level of aggression in the younger child. All other variables were treated in an exploratory fashion. The data are in the file ChildAggression.sas7bdat. Analyse them with multiple regression.  

We need to conduct this analysis hierarchically, entering parenting style and sibling aggression in the first step and the remaining variables in a second step

We’ll do this with a PROC REG command which contains two MODEL statements; to test the difference in R2 we use a TEST line.  We save two sets of residuals, and analyse both of them.

PROC REG DATA=dsusas.childaggression;

MODEL aggression = sibling_aggression parenting_style 

/ COLLIN VIF TOL STB;


OUTPUT OUT=childresids1 STUDENT=student;


MODEL  aggression = sibling_aggression parenting_style 



computer_games diet/ COLLIN VIF TOL STB;



TEST computer_games=0, diet=0;


OUTPUT OUT=childresids2 STUDENT=student;  


RUN; QUIT;

ODS GRAPHICS OFF;

PROC UNIVARIATE DATA=childresids1;


var student;


RUN;

PROC UNIVARIATE DATA=childresids2;


var student;


RUN;
This gives us rather a lot of output:

	Number of Observations Read
	666

	Number of Observations Used
	666


	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	2
	3.61245
	1.80622
	18.64
	<.0001

	Error
	663
	64.22996
	0.09688
	
	

	Corrected Total
	665
	67.84240
	
	
	


	Root MSE
	0.31125
	R-Square
	0.0532

	Dependent Mean
	-0.00501
	Adj R-Sq
	0.0504

	Coeff Var
	-6211.14236
	
	


	Parameter Estimates

	Variable
	Label
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|
	Standardized
Estimate
	Tolerance
	Variance
Inflation

	Intercept
	Intercept
	1
	-0.00578
	0.01206
	-0.48
	0.6318
	0
	.
	0

	SIBLING_AGGRESSION
	Sibling Aggression
	1
	0.09341
	0.03750
	2.49
	0.0130
	0.09557
	0.96973
	1.03121

	PARENTING_STYLE
	Parenting Style
	1
	0.06198
	0.01226
	5.06
	<.0001
	0.19406
	0.96973
	1.03121


	Collinearity Diagnostics

	Number
	Eigenvalue
	Condition
Index
	Proportion of Variation

	
	
	
	Intercept
	SIBLING_AGGRESSION
	PARENTING_STYLE

	1
	1.17575
	1.00000
	0.00883
	0.41213
	0.40382

	2
	1.00000
	1.08432
	0.97858
	0
	0.02014

	3
	0.82425
	1.19434
	0.01259
	0.58787
	0.57603
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	Number of Observations Read
	666

	Number of Observations Used
	666


	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	4
	5.55424
	1.38856
	14.74
	<.0001

	Error
	661
	62.28816
	0.09423
	
	

	Corrected Total
	665
	67.84240
	
	
	


	Parameter Estimates

	Variable
	Label
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|
	Standardized
Estimate
	Tolerance
	Variance
Inflation

	Intercept
	Intercept
	1
	-0.00592
	0.01191
	-0.50
	0.6194
	0
	.
	0

	SIBLING_AGGRESSION
	Sibling Aggression
	1
	0.08631
	0.03822
	2.26
	0.0243
	0.08831
	0.90822
	1.10105

	PARENTING_STYLE
	Parenting Style
	1
	0.06189
	0.01257
	4.92
	<.0001
	0.19377
	0.89713
	1.11467

	COMPUTER_GAMES
	Use of Computer Games.
	1
	0.14344
	0.03686
	3.89
	0.0001
	0.15349
	0.89280
	1.12007

	DIET
	Good Diet
	1
	-0.11164
	0.03789
	-2.95
	0.0033
	-0.11776
	0.86960
	1.14995


	Root MSE
	0.30697
	R-Square
	0.0819

	Dependent Mean
	-0.00501
	Adj R-Sq
	0.0763

	Coeff Var
	-6125.78087
	
	


	Collinearity Diagnostics

	Number
	Eigenvalue
	Condition
Index

	
	
	

	1
	1.68216
	1.00000

	2
	1.00003
	1.29696

	3
	0.83110
	1.42268

	4
	0.76734
	1.48061

	5
	0.71937
	1.52918


	Collinearity Diagnostics

	Number
	Proportion of Variation

	
	Intercept
	SIBLING_AGGRESSION
	PARENTING_STYLE
	COMPUTER_GAMES
	DIET

	1
	0.00265
	0.12079
	0.12607
	0.13350
	0.14640

	2
	0.97851
	0.00005032
	0.01726
	0.00001654
	0.00006052

	3
	0.01157
	0.54075
	0.44874
	0.03986
	0.04427

	4
	0.00078031
	0.24069
	0.02924
	0.82580
	0.06847

	5
	0.00648
	0.09772
	0.37870
	0.00082248
	0.74080
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Model 1:

	Extreme Observations

	Lowest
	Highest

	Value
	Obs
	Value
	Obs

	-3.53280
	463
	2.69872
	169

	-3.41127
	440
	3.18001
	539

	-3.25030
	217
	3.31364
	482

	-3.22460
	505
	3.94263
	221

	-2.95899
	639
	3.96688
	157


Model 2:

	Extreme Observations

	Lowest
	Highest

	Value
	Obs
	Value
	Obs

	-3.76839
	463
	3.22440
	169

	-3.30357
	440
	3.26609
	221

	-3.23657
	505
	3.44747
	539

	-3.10526
	439
	3.51455
	482

	-3.08141
	45
	3.86279
	157


Based on the final model (which is actually all we’re interested in) the following variables predict aggression:

· Parenting style (b = 0.062, standardized b = 0.19,  t = 4.92, p < .001) significantly predicted aggression. The standardized estimate indicates that as parenting increases (i.e. as bad practices increase), aggression increases also.

· Sibling aggression (b = 0.086, standardized b = 0.09, t = 2.26, p < .05) significantly predicted aggression. The beta value indicates that as sibling aggression increases, aggression in the younger child increases also.

· Computer games (b = 0.143,standardized b = 0.15,  t = 3.89, p < .001) significantly predicted aggression. The beta value indicates that as the time spent playing computer games increases, aggression increases also.

· Additives (b = –0.112, standardized b = –0.12, t = –2.95, p < .01) significantly predicted aggression. The beta value indicates that as the diet improved, aggression decreased.

Based on the standardized estimates, the most substantive predictor of aggression was actually parenting style, followed by computer games, diet and then sibling aggression.

R2 is the squared correlation between the observed values of aggression and the values of aggression predicted by the model. The values in this output tell us that sibling aggression and parenting style in combination explain 5.3% of the variance in aggression. When computer game use is factored in as well, 7% of variance in aggression is explained (i.e. an additional 1.7%). Finally, when diet is added to the model, 8.2% of the variance in aggression is explained (an additional 1.2%). With all four of these predictors in the model still less than 10% of the variance in aggression can be explained.

The scatterplot helps us to assess both homoscedasticity and independence of errors. The scatterplot of predicted values versus residuals does show a random pattern and so indicates no violation of the independence of errors assumption. Also, the errors on the scatterplot do not funnel out, indicating homoscedasticity of errors, thus no violations of these assumptions.

Chapter 8

Task 1

· [image: image116.png]M@ 5



A psychologist was interested in whether children’s understanding of display rules can be predicted from their age, and whether the child possesses a theory of mind. A display rule is a convention of displaying an appropriate emotion in a given situation. For example, if you receive a Christmas present that you don’t like, the appropriate emotional display is to smile politely and say ‘Thank you Auntie Kate, I’ve always wanted a rotting cabbage.’ The inappropriate emotional display is to start crying and scream ‘Why did you buy me a rotting cabbage, you selfish old bag?’ Using appropriate display rules has been linked to having a theory of mind (the ability to understand what another person might be thinking). To test this theory, children were given a false belief task (a task used to measure whether someone has a theory of mind), a display rule task (which they could either pass or fail) and their age in months was measured. The data are in Display.sas7bdat. Run a logistic regression to see whether possession of display rule understanding (did the child pass the test: Yes/No?) can be predicted from possession of a theory of mind (did the child pass the false belief task: Yes/No?), age in months and their interaction. [image: image51.png]



For this example, our researchers are interested in whether the understanding of emotional display rules was linked to having a theory of mind. The rationale is that it might be necessary for a child to understand how another person thinks to realize how their emotional displays will affect that person: if you can’t put yourself in Auntie Kate’s mind, then you won’t realize that she might be upset by you calling her an old bag. To test this theory, several children were given a standard false belief task (a task used to measure whether someone has a theory of mind) that they could either pass or fail, and their age in months was also measured. In addition, each child was given a display rule task, which they could either pass or fail. So, the following variables were measured:

1. Outcome (dependent variable): Possession of display rule understanding (Did the child pass the test: Yes/No?).

2. Predictor (independent variable): Possession of a theory of mind (Did the child pass the false belief task: Yes/No?).

3. Predictor (independent variable): Age in months.

The Main Analysis 

To carry out logistic regression, the data must be entered as for normal regression: they are arranged in the data editor in three columns (one representing each variable). The data can be found in the file display.sas7bdat. Looking at the data viewer you should notice that both of the categorical variables have been entered as coding variables; that is, numbers have been specified to represent categories. For ease of interpretation, the outcome variable should be coded 1 (event occurred) and 0 (event did not occur); in this case, 1 represents having display rule understanding, and 0 represents an absence of display rule understanding. For the false belief task a similar coding has been used (1 = passed the false belief task, 2 = failed the false belief task). 

The code for logistic regression looks very like the code we saw for linear regression, but there are a couple of things to note.  Here’s the code, we’ll tell you what to note afterwards.

PROC LOGISTIC DATA=dsusas.display;


MODEL  display (REF="0")= fb age  /EXPB CL RSQ;


OUTPUT OUT=res PRED=pred   ;


run;
First, SAS doesn’t assume that the dependent variable has been coded as a dummy variable, with 0 meaning ‘no’ and 1 meaning ‘yes’.  SAS is working on the assumption that you could have used any numbers or text string, and so it needs to decided which to make into ‘1’ or ‘yes’ and which to make into ‘0’ or ‘no’.  Weirdly, the way it decides to do this is to take the last value (alphabetically) and assign that to be 0, and the other one becomes 1. That means that our 1 becomes 0, and our zero becomes 1.  You’ll know about this, because SAS will say ‘PROC LOGISTIC is modeling the probability that DISPLAY=0’ in the log, where we want to model the probability that display = 1.  (This is one of a number of weird things in PROC LOGISTIC; if you want to find more, we suggest you look at a paper by Peter Flom called “PROC LOGISTIC: traps for the unwary”, which you can find at: http://www.biostat.umn.edu/~will/6470stuff/Class22/proc%20logistic%20traps.pdf.)  To get around this, we add (REF=”0”) after the outcome variable on the model line.

Logistic regression also expresses the parameters in terms of log-odds.  This isn’t hugely useful and although we could exponentiate it ourselves (well, with a calculator, obviously), it’s easier to ask SAS to do it, by adding EXPB to the model line.  Finally, we ask for confidence intervals, by adding CL to the model line. 

Obtaining Residuals

We can get residuals from the logistic regression by specifying an output data set.

Interpreting the Output

The first tables tell us a little about the data – the number of cases that were used, the probability that was modelled, and that the model converged.

	Response Profile

	Ordered
Value
	DISPLAY
	Total
Frequency

	1
	0
	31

	2
	1
	39


	Probability modeled is DISPLAY=1.


	Model Convergence Status

	Convergence criterion (GCONV=1E-8) satisfied.


The next table presents the fit statistics for the model – these are statistically significant and so tell us that overall our model is statistically significant – that is, it is better than chance.

	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	28.3676
	2
	<.0001

	Score
	26.1031
	2
	<.0001

	Wald
	20.8875
	2
	<.0001


	R-Square
	0.3332
	Max-rescaled R-Square
	0.4462


The parameter estimates and their p-values are shown in the next table, and the following table shows us the odds ratio estimates (which are the exponentials of the parameter estimates) and their confidence intervals.

	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-2.4958
	0.9182
	7.3888
	0.0066
	0.082

	FB
	1
	2.1650
	0.6958
	9.6826
	0.0019
	8.715

	AGE
	1
	0.0319
	0.0214
	2.2205
	0.1362
	1.032


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	FB
	8.715
	2.229
	34.081

	AGE
	1.032
	0.990
	1.077


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	83.6
	Somers' D
	0.676

	Percent Discordant
	16.0
	Gamma
	0.678

	Percent Tied
	0.3
	Tau-a
	0.338

	Pairs
	1209
	c
	0.838


The results show that age has a significant effect on display, but false belief does not.

Listing Predicted Probabilities

SAS saved the predicted probabilities and predicted group memberships as variables in the data set called res and named them pre_2 and pgr_2 respectively.   We can examine them using PROC FREQ or PROC UNIVARIATE.  

PROC FREQ DATA=res;


TABLES PGR_2 * display /norow nopercent ;


RUN;

We can see in this table that of the 31 participants who did not display rule understanding, our model predicts that 23 (74.2%) would not, and of the 39 who did, our model would predict that 33 of them (84.6%) would, showing that our model does not do a bad job of classifying people.

	Table of PGR_2 by DISPLAY

	PGR_2(Predicted group)
	DISPLAY(Display Rule understanding)

	Frequency
Col Pct
	0
	1
	Total

	0
	23
74.19
	6
15.38
	29


	1
	8
25.81
	33
84.62
	41


	Total
	31
	39
	70


This conclusion is fine in itself, but to be sure that the model is a good one, it is important to examine the residuals. 

Interpreting Residuals

The main purpose of examining residuals in logistic regression is to (1) isolate points for which the model fits poorly, and (2) isolate points that exert an undue influence on the model. To assess the former we examine the residuals, especially the studentized residual, standardized residual and deviance statistics. All of these statistics have the common property that 95% of cases in an average, normally distributed sample should have values which lie within 1.96, and 99% of cases should have values that lie within 2.58. Therefore, any values outside of 3 are cause for concern and any outside of about 2.5 should be examined more closely. To assess the influence of individual cases we use influence statistics such as Cook’s distance (which is interpreted in the same way as for linear regression: as a measure of the change in the regression coefficient if a case is deleted from the model). Also, the value of DFBeta, which is a standardized version of Cook’s statistic, tells us something of the influence of certain cases – any values greater than 1 indicate possible influential cases. Additionally, leverage statistics or hat values, which should lie between 0 (the case has no influence whatsoever) and 1 (the case exerts complete influence over the model) tell us about whether certain cases are wielding undue influence over the model. The expected value of leverage is defined as for linear regression. 

These residual statistics are in the data set called res (which you’ll find in the WORK library, as we didn’t specify a library).

If you examine the variables in this data set using PROC UNIVARIATE you will find that the basic residual statistics for this example (Cook’s distance, leverage, standardized residuals and DFBeta values) show little cause for concern. Note that all cases have DFBetas less than 1 and leverage statistics (LEV_2) close to the calculated expected value of 0.03. There are also no unusually high values of Cook’s distance (COO_2) which, all in all, means that there are no influential cases having an effect on the model. Cook’s distance is an unstandardized measure and so there is no absolute value at which you can say that a case is having an influence, Instead, you should look for values of Cook’s distance which are particularly high compared to the other cases in the sample. However, Stevens (2002) suggests that a value greater than 1 is problematic. About half of the leverage values are a little high but, given that the other statistics are fine, this is probably no cause for concern. The normalized residuals all have values between 2.5 and predominantly have values between 2 and so there seems to be very little here to concern us. 

Task 2

	· Recent research has shown that lecturers are among the most stressed workers. A researcher wanted to know exactly what it was about being a lecturer that created this stress and subsequent burnout. She took 467 lecturers and administered several questionnaires to them that measured: Burnout (burnt out or not), Perceived Control (high score = low perceived control), Coping Style (high score = high ability to cope with stress), Stress from Teaching (high score = teaching creates a lot of stress for the person), Stress from Research (high score = research creates a lot of stress for the person) and Stress from Providing Pastoral Care (high score = providing pastoral care creates a lot of stress for the person). The outcome of interest was burnout, and Cooper, Sloan and Williams’s (1988) model of stress indicates that perceived control and coping style are important predictors of this variable. The remaining predictors were measured to see the unique contribution of different aspects of a lecturer’s work to their burnout. Can you help her out by conducting a logistic regression to see which factors predict burnout? The data are in Burnout.sas7bdat. [image: image52.png]





Test

The analysis should be done hierarchically because Cooper et al.’s model indicates that perceived control and coping style are important predictors of burnout. So, we need to run PROC LOGISTIC twice. The second block should contain all other variables as well as the original variables.

SAS Output

The syntax looks very similar to the previous example, with the exception that we include an additional line in the second model, where we test whether the effect of the added variables is equal to zero.   
PROC LOGISTIC DATA=dsusas.burnout;


MODEL  burnout (REF="0")= loc cope /EXPB CL RSQ;


OUTPUT OUT=burnoutres1 PRED=pred   ;


run;

PROC LOGISTIC DATA=dsusas.burnout;

MODEL burnout (REF="0")= loc cope teaching pastoral research 

/EXPB CL RSQ;


OUTPUT OUT=burnoutres2 PRED=pred   ;


test teaching=0, pastoral=0, research=0;


run;

Model 1:

	Model Fit Statistics

	Criterion
	Intercept
Only
	Intercept
and
Covariates

	AIC
	532.107
	370.179

	SC
	536.254
	382.618

	-2 Log L
	530.107
	364.179


	R-Square
	0.2990
	Max-rescaled R-Square
	0.4407


	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	165.9277
	2
	<.0001

	Score
	162.8605
	2
	<.0001

	Wald
	102.8046
	2
	<.0001


	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-4.4845
	0.3795
	139.6684
	<.0001
	0.011

	LOC
	1
	0.0611
	0.0109
	31.3163
	<.0001
	1.063

	COPE
	1
	0.0827
	0.00937
	77.9504
	<.0001
	1.086


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	LOC
	1.063
	1.040
	1.086

	COPE
	1.086
	1.066
	1.106


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	89.1
	Somers' D
	0.783

	Percent Discordant
	10.8
	Gamma
	0.784

	Percent Tied
	0.1
	Tau-a
	0.298

	Pairs
	41412
	c
	0.891


	Wald Confidence Interval for Parameters

	Parameter
	Estimate
	95% Confidence Limits

	Intercept
	-4.4845
	-5.2282
	-3.7408

	LOC
	0.0611
	0.0397
	0.0825

	COPE
	0.0827
	0.0644
	0.1011


The overall fit of the model is significant both at the first step, (2(2) = 165.93, p < .001 and the second step (2(5) = 208.91, p < .001
Overall, the model accounts for 29.9–44.1% of the variance in burnout (depending on which measure of R2 you use).

Model 2:

	Model Fit Statistics

	Criterion
	Intercept
Only
	Intercept
and
Covariates

	AIC
	532.107
	333.199

	SC
	536.254
	358.077

	-2 Log L
	530.107
	321.199


	R-Square
	0.3607
	Max-rescaled R-Square
	0.5315


	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	208.9086
	5
	<.0001

	Score
	186.7126
	5
	<.0001

	Wald
	101.0648
	5
	<.0001


	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-4.4399
	1.0856
	16.7253
	<.0001
	0.012

	LOC
	1
	0.1108
	0.0149
	54.9613
	<.0001
	1.117

	COPE
	1
	0.1423
	0.0164
	75.4060
	<.0001
	1.153

	TEACHING
	1
	-0.1122
	0.0198
	32.1851
	<.0001
	0.894

	PASTORAL
	1
	0.0452
	0.0131
	11.8947
	0.0006
	1.046

	RESEARCH
	1
	0.0193
	0.0104
	3.4719
	0.0624
	1.019


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	LOC
	1.117
	1.085
	1.150

	COPE
	1.153
	1.117
	1.191

	TEACHING
	0.894
	0.860
	0.929

	PASTORAL
	1.046
	1.020
	1.073

	RESEARCH
	1.019
	0.999
	1.040


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	89.6
	Somers' D
	0.793

	Percent Discordant
	10.3
	Gamma
	0.795

	Percent Tied
	0.2
	Tau-a
	0.302

	Pairs
	41412
	c
	0.897


	Wald Confidence Interval for Parameters

	Parameter
	Estimate
	95% Confidence Limits

	Intercept
	-4.4399
	-6.5678
	-2.3121

	LOC
	0.1108
	0.0815
	0.1401

	COPE
	0.1423
	0.1102
	0.1745

	TEACHING
	-0.1122
	-0.1509
	-0.0734

	PASTORAL
	0.0452
	0.0195
	0.0708

	RESEARCH
	0.0193
	-0.00100
	0.0396


	Linear Hypotheses Testing Results

	
	Label
	Wald
Chi-Square
	DF
	Pr > ChiSq

	
	Test 1
	34.6006
	3
	<.0001


The overall fit of the model is significant after adding the three new variables (χ2(5) = 208.9, p < .001).

Overall, the final model accounts for 36.1–53.2% of the variance in burnout (depending on which measure R2 you use).  Then we have the question of whether model 2 is significantly better than model 1.  We can find this out in two ways, either using a Wald test, or using a likelihood ratio test.  The Wald test is automatic – we included a test line in model 2, in which we tested whether the three parameters we added were equal to zero.  The result of this is χ2(3) = 35, p < .001.

Alternatively, we can test it by examining the difference in likelihood ratios.  

Model 2 LR = 208.9086
Model 1 LR = 165.9277

Difference = 42.98

The difference is χ2 distributed, with df equal to the difference in df of the models, so the result is χ2 (3) = 42, and consulting the appendix in the back of the book, p < .001.

It seems as though burnout is significantly predicted by perceived control, coping style (as predicted by Cooper et al.), stress from teaching and stress from giving pastoral care. The exp(B) and direction of the beta values tell us that, for perceived control, coping ability and pastoral care, the relationships are positive. That is (and look back to the question to see the direction of these scales, i.e. what a high score represents), poor perceived control, poor ability to cope with stress and stress from giving pastoral care all predict burnout. However, for teaching, the relationship is the opposite way around: stress from teaching appears to be a positive thing as it predicts not becoming burnt out.

Task 3

	· A health psychologist interested in research into HIV wanted to know the factors that influenced condom use with a new partner (relationship less than 1 month old). The outcome measure was whether a condom was used (Use: condom used = 1, not used = 0). The predictor variables were mainly scales from the Condom Attitude Scale (CAS) by Sacco, Levine, Reed, and Thompson (1991): gender (gender of the person); safety  (relationship safety, measured out of 5, indicates the degree to which the person views this relationship as ‘safe’ from sexually transmitted disease); sexexp (sexual experience, measured out of 10, indicates the degree to which previous experience influences attitudes towards condom use); previous (a measure not from the CAS, this variable measures whether or not the couple used a condom in their previous encounter, 1 = condom used, 0 = not used, 2 = no previous encounter with this partner); selfcon (self-control, measured out of 9, indicates the degree of self-control that a subject has when it comes to condom use, i.e. do they get carried away with the heat of the moment, or do they exert control?); perceive  (perceived risk, measured out of 6, indicates the degree to which the person feels at risk from unprotected sex). Previous research (Sacco, Rickman, Thompson, Levine, & Reed,  1993) has shown that gender, relationship safety and perceived risk predict condom use. Carry out an appropriate analysis to verify these previous findings, and to test whether self-control, previous usage and sexual experience can predict any of the remaining variance in condom use. (1) Interpret all important parts of the SAS output. (2) How reliable is the final model? (3) What are the probabilities that participants 12, 53 and 75 will use a condom? (4) A female who used a condom in her previous encounter with her new partner scores 2 on all variables except perceived risk (for which she scores 6). Use the model to estimate the probability that she will use a condom in her next encounter. Data are in the file condom.sas7bdat. [image: image53.png]





The correct analysis is to run a hierarchical logistic regression entering perceive, safety and gender in the first model and adding previous, selfcon and sexexp in a second. 

First we need to create dummy variables for previous condom use. We’ll create two variables, called previous1 and previous2; previous1 will indicate condom used, and previous2 will indicate first time with partner.

DATA condom; SET dsusas.condom;


previous1 = previous EQ 1;


previous2 = previous EQ 2;


RUN;

The code to run the two models is:

PROC LOGISTIC DATA=condom;


MODEL  use (REF="0")= perceive safety gender /EXPB CL RSQ;


OUTPUT OUT=condomres1 PRED=pred   ;


run;

PROC LOGISTIC DATA=condom;


MODEL  use (REF="0")=  perceive safety gender previous1 previous2 selfcon sexexp /EXPB CL RSQ;


OUTPUT OUT=condomres2 PRED=pred   ;


test previous1=0,  previous2=0,  selfcon=0,  sexexp=0;


run;
	Model Fit Statistics

	Criterion
	Intercept
Only
	Intercept
and
Covariates

	AIC
	138.663
	113.770

	SC
	141.268
	124.191

	-2 Log L
	136.663
	105.770


	R-Square
	0.2658
	Max-rescaled R-Square
	0.3567


	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	30.8925
	3
	<.0001

	Score
	25.5925
	3
	<.0001

	Wald
	18.2382
	3
	0.0004


	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-2.4761
	0.7517
	10.8507
	0.0010
	0.084

	PERCEIVE
	1
	0.9402
	0.2230
	17.7802
	<.0001
	2.560

	SAFETY
	1
	-0.4641
	0.2178
	4.5404
	0.0331
	0.629

	GENDER
	1
	0.3167
	0.4963
	0.4073
	0.5234
	1.373


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	PERCEIVE
	2.560
	1.654
	3.964

	SAFETY
	0.629
	0.410
	0.963

	GENDER
	1.373
	0.519
	3.631


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	78.9
	Somers' D
	0.614

	Percent Discordant
	17.5
	Gamma
	0.636

	Percent Tied
	3.5
	Tau-a
	0.304

	Pairs
	2451
	c
	0.807


	Wald Confidence Interval for Parameters

	Parameter
	Estimate
	95% Confidence Limits

	Intercept
	-2.4761
	-3.9493
	-1.0028

	PERCEIVE
	0.9402
	0.5032
	1.3772

	SAFETY
	-0.4641
	-0.8910
	-0.0372

	GENDER
	0.3167
	-0.6560
	1.2894


Model 1 contains the variables perceive, safety and gender. The first thing to note is that –2LL is  30.89 (which is the value given by the likelihood ratio χ2); the model is significant (χ2(3) = 30.9, p < .0001) and so using perceived risk, relationship safety and gender as predictors significantly improves our ability to predict condom use. 

The part of the output labelled Analysis of Maximum Likelihood Estimates then tells us the parameters of the model. The significance values of the Wald statistics for each predictor indicate that both perceived risk (Wald = 17.8, p < .0001) and relationship safety (Wald = 4.5, p < .05) significantly predict condom use. Gender, however, does not (Wald = 0.4, p > .05).

The value of exp ( for perceived risk (exp ( = 2.56, CI0.95 = 1.65, 3.96) indicates that if the value of perceived risk goes up by 1, then the odds of using a condom also increase (because exp ( is greater than 1). The confidence interval for this value ranges from 1.65 to 3.96 so we can be very confident that the value of exp ( in the population lies somewhere between these two values. What’s more, because both values are greater than 1 we can also be confident that the relationship between perceived risk and condom use found in this sample is true of the whole population. In short, as perceived risk increase by 1, people are just over twice as likely to use a condom.

The value of exp ( for relationship safety (exp ( = 0.63, CI0.95 = 0.41, 0.96) indicates that if the relationship safety increases by one point, then the odds of using a condom decrease (because exp ( is less than 1). The confidence intervalxe "Exp(B):confidence interval" for this value ranges from 0.41 to 0.96 so we can be pretty confident that the value of exp ( in the population lies somewhere between these two values. In addition, because both values are less than 1 we can be confident that the relationship between relationship safety and condom use found in this sample would be found in 95% of samples from the same population. In short, as relationship safety increases by one unit, subjects are about 1.6 times less likely to use a condom.

The value of exp ( for gender (exp ( = 1.37, CI0.95 = 0.52, 3.63) indicates that as gender changes from 0 (male) to 1 (female), then the odds of using a condom increase (because exp ( is greater than 1). However, the confidence intervalxe "Exp(B):confidence interval" for this value crosses 1, which limits the generalizability of our findings because the value of exp ( in other samples (and hence the population) could indicate either a positive (exp(B) > 1) or negative (exp(B) < 1) relationship. Therefore, gender is not a reliable predictor of condom use.

The output below shows what happens to the model when our new predictors are added (previous use, self-control and sexual experience). This part of the output describes model 2, which is just the model described in model 1 but with a new predictors added. So, we begin with the model that we had in model 1 and we then add previous, selfcon and sexexp to it. The effect of adding these predictors to the model is to increase the LR χ2 to  48.7, from model 1, where it was 30.9.  This additional improvement of model 2 is significant (χ2(4) = 17.80, p < .01), which tells us that including these three new predictors in the model has significantly improved our ability to predict condom use. We could also have looked at the Wald test, which gives the χ2 change in the model as 13.0, with 4 df, which has p = .011.

	Model Fit Statistics

	Criterion
	Intercept
Only
	Intercept
and
Covariates

	AIC
	138.663
	103.971

	SC
	141.268
	124.813

	-2 Log L
	136.663
	87.971


	R-Square
	0.3855
	Max-rescaled R-Square
	0.5174


	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	48.6915
	7
	<.0001

	Score
	39.3866
	7
	<.0001

	Wald
	25.0423
	7
	0.0007


	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-4.9597
	1.1465
	18.7139
	<.0001
	0.007

	PERCEIVE
	1
	0.9491
	0.2370
	16.0400
	<.0001
	2.583

	SAFETY
	1
	-0.4825
	0.2360
	4.1780
	0.0410
	0.617

	GENDER
	1
	0.00266
	0.5728
	0.0000
	0.9963
	1.003

	previous1
	1
	1.0872
	0.5520
	3.8798
	0.0489
	2.966

	previous2
	1
	-0.0166
	1.3999
	0.0001
	0.9905
	0.984

	SELFCON
	1
	0.3476
	0.1268
	7.5109
	0.0061
	1.416

	SEXEXP
	1
	0.1804
	0.1116
	2.6143
	0.1059
	1.198


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	PERCEIVE
	2.583
	1.624
	4.111

	SAFETY
	0.617
	0.389
	0.980

	GENDER
	1.003
	0.326
	3.081

	previous1
	2.966
	1.005
	8.750

	previous2
	0.984
	0.063
	15.289

	SELFCON
	1.416
	1.104
	1.815

	SEXEXP
	1.198
	0.962
	1.491


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	86.8
	Somers' D
	0.737

	Percent Discordant
	13.1
	Gamma
	0.738

	Percent Tied
	0.2
	Tau-a
	0.365

	Pairs
	2451
	c
	0.869


	Wald Confidence Interval for Parameters

	Parameter
	Estimate
	95% Confidence Limits

	Intercept
	-4.9597
	-7.2069
	-2.7126

	PERCEIVE
	0.9491
	0.4846
	1.4136

	SAFETY
	-0.4825
	-0.9451
	-0.0198

	GENDER
	0.00266
	-1.1201
	1.1254

	previous1
	1.0872
	0.00538
	2.1690

	previous2
	-0.0166
	-2.7604
	2.7272

	SELFCON
	0.3476
	0.0990
	0.5962

	SEXEXP
	0.1804
	-0.0383
	0.3991


	Linear Hypotheses Testing Results

	
	Label
	Wald
Chi-Square
	DF
	Pr > ChiSq

	
	Test 1
	13.0319
	4
	0.0111


	


The section labelled Analysis of Maximum Likelihood Estimates now contains all predictors. This part of the output represents the details of the final model. The significance values of the Wald statistics for each predictor indicate that both perceived risk (Wald = 16.04, p < .001) and relationship safety (Wald = 4.18, p < .05) still significantly predict condom use and, as in model 1, gender does not (Wald = 0.00, p > .05). We can now look at the new predictors to see which of these has some predictive power.

	Model Convergence Status

	Convergence criterion (GCONV=1E-8) satisfied.


	Model Fit Statistics

	Criterion
	Intercept
Only
	Intercept
and
Covariates

	AIC
	138.663
	103.971

	SC
	141.268
	124.813

	-2 Log L
	136.663
	87.971


	R-Square
	0.3855
	Max-rescaled R-Square
	0.5174


	Testing Global Null Hypothesis: BETA=0

	Test
	Chi-Square
	DF
	Pr > ChiSq

	Likelihood Ratio
	48.6915
	7
	<.0001

	Score
	39.3866
	7
	<.0001

	Wald
	25.0423
	7
	0.0007


	Analysis of Maximum Likelihood Estimates

	Parameter
	DF
	Estimate
	Standard
Error
	Wald
Chi-Square
	Pr > ChiSq
	Exp(Est)

	Intercept
	1
	-4.9597
	1.1465
	18.7139
	<.0001
	0.007

	PERCEIVE
	1
	0.9491
	0.2370
	16.0400
	<.0001
	2.583

	SAFETY
	1
	-0.4825
	0.2360
	4.1780
	0.0410
	0.617

	GENDER
	1
	0.00266
	0.5728
	0.0000
	0.9963
	1.003

	previous1
	1
	1.0872
	0.5520
	3.8798
	0.0489
	2.966

	previous2
	1
	-0.0166
	1.3999
	0.0001
	0.9905
	0.984

	SELFCON
	1
	0.3476
	0.1268
	7.5109
	0.0061
	1.416

	SEXEXP
	1
	0.1804
	0.1116
	2.6143
	0.1059
	1.198


	Odds Ratio Estimates

	Effect
	Point Estimate
	95% Wald
Confidence Limits

	PERCEIVE
	2.583
	1.624
	4.111

	SAFETY
	0.617
	0.389
	0.980

	GENDER
	1.003
	0.326
	3.081

	previous1
	2.966
	1.005
	8.750

	previous2
	0.984
	0.063
	15.289

	SELFCON
	1.416
	1.104
	1.815

	SEXEXP
	1.198
	0.962
	1.491


	Association of Predicted Probabilities and Observed Responses

	Percent Concordant
	86.8
	Somers' D
	0.737

	Percent Discordant
	13.1
	Gamma
	0.738

	Percent Tied
	0.2
	Tau-a
	0.365

	Pairs
	2451
	c
	0.869


	Wald Confidence Interval for Parameters

	Parameter
	Estimate
	95% Confidence Limits

	Intercept
	-4.9597
	-7.2069
	-2.7126

	PERCEIVE
	0.9491
	0.4846
	1.4136

	SAFETY
	-0.4825
	-0.9451
	-0.0198

	GENDER
	0.00266
	-1.1201
	1.1254

	previous1
	1.0872
	0.00538
	2.1690

	previous2
	-0.0166
	-2.7604
	2.7272

	SELFCON
	0.3476
	0.0990
	0.5962

	SEXEXP
	0.1804
	-0.0383
	0.3991


	Linear Hypotheses Testing Results

	
	Label
	Wald
Chi-Square
	DF
	Pr > ChiSq

	
	Test 1
	13.0319
	4
	0.0111


	


Previous use has been split into two components. Recall that previous1 compares the condom user group against the non-user group, and previous2 compares the base category of first time with partner against the other no condom. Therefore we can tell that previous use is not a significant predictor of condom use when it is the first time with a partner compared to when it is not the first time (Wald χ2 = 0.00, p < .05). However, when we compare the condom used category to the other categories we find that using a condom on the previous occasion does predict use on the current occasion (Wald χ2 = 3.88, p < .05).

Of the other new predictors, we find that self-control predicts condom use (Wald = 7.51, p < .01) but sexual experience does not (Wald χ2 = 2.61, p > .05).

The value of exp ( for perceived risk (exp ( = 2.58, CI0.95 = 1.62, 4.111) indicates that if the value of perceived risk goes up by 1, then the odds of using a condom also increase. What’s more, because the confidence interval doesn’t cross 1 we can also be confident that the relationship between perceived risk and condom use found in this sample is true of the whole population. As perceived risk increases by 1, people are just over twice as likely to use a condom.

The value of exp ( for relationship safety (exp ( = 0.62, CI0.95 = 0.39, 0.98) indicates that if the relationship safety decreases by one point, then the odds of using a condom increase. The confidence interval does not cross 1 so we can be confident that the relationship between relationship safety and condom use found in this sample would be found in 95% of samples from the same population. As relationship safety increases by one unit, subjects are about 1.6 times less likely to use a condom.

The value of exp ( for gender (exp ( = 1.00, CI0.95 = 0.33, 3.08) indicates that as gender changes from 0 (male) to 1 (female), then the odds of using a condom do not change (because exp ( is equal to 1). The confidence interval crosses 1, therefore gender is not a reliable predictor of condom use.

The value of exp ( for previous use (1) (exp ( = 2.97, CI0.95 = 1.01, 8.75) indicates that if the value of previous usage goes up by 1 (i.e. changes from not having used one or being the first time to having used one), then the odds of using a condom also increase. What’s more, because the confidence interval doesn’t cross 1 we can also be confident that this relationship is true in the whole population. If someone used a condom on their previous encounter with this partner (compared to if they didn’t use one, or if it is their first time) then they are three times more likely to use a condom. For previous use (2) the value of exp ( (exp ( = 0.98, CI0.95 = 0.06, 15.29) indicates that if the value of previous usage goes up by 1 (i.e. changes from not having used one or having used one to being their first time with this partner), then the odds of using a condom do not change (because the value is very nearly equal to 1). What’s more, because the confidence interval crosses 1 we can tell that this is not a reliable predictor of condom use.

The value of exp ( for self-control (exp ( = 1.42, CI0.95 = 1.10, 1.82) indicates that if self-control increases by one point, then the odds of using a condom also increase. The confidence interval does not cross 1 so we can be confident that the relationship between relationship safety and condom use found in this sample would be found in 95% of samples from the same population. As self-control increases by one unit, subjects are about 1.4 times more likely to use a condom.

The value of exp ( for sexual experience (exp ( = 1.20, CI0.95 = 0.95, 1.49) indicates that as sexual experience increases by one unit, then the odds of using a condom increase slightly. However, the confidence interval crosses 1, therefore sexual experience is not a reliable predictor of condom use.

We now use the model to estimate the probability that a female who used a condom in her previous encounter with her new partner, who scores 2 on all variables except perceived risk (for which she scores 6), will use a condom in her next encounter
Step 1: Logistic regression equation:
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Step 2: Use the values of ( from the SAS output (final model) and the values of X for each variable (from the question) to construct the following table:

	Variable
	(i
	Xi
	(i Xi

	Gender
	0.0027
	1
	0.0027

	Safety
	–0.4823
	2
	–0.9646

	Sexexp
	0.1804
	2
	0.3608

	Previous (1)
	1.0870
	1
	1.0870

	Previous (2)
	–0.0167
	0
	0

	Selfcon
	0.3476
	2
	0.6952

	Perceive
	0.9489
	6
	5.6934


Step 3: Place the values of (i Xi into the equation for z (remembering to include the constant):
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Step 4: Replace this value of z into the logistic regression equation:
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Therefore, there is a 91% chance that she will use a condom on her next encounter.  (If you have a larger number of these to calculate, you should investigate the use of PROC SCORE – there are instructions on the SAS website at http://support.sas.com/kb/22/597.html.)

Chapter 9

Task 1

	· One of my pet hates is ‘pop psychology’ books. Along with banishing Freud from all bookshops, it is my avowed ambition to rid the world of these rancid putrefaction-ridden wastes of trees. Not only do they give psychology a very bad name by stating the bloody obvious and charging people for the privilege, but they are also considerably less enjoyable to look at than the trees killed to produce them (admittedly the same could be said for the turgid tripe that I produce in the name of education, but let’s not go there just for now). Anyway, as part of my plan to rid the world of popular psychology I did a little experiment. I took two groups of people who were in relationships and randomly assigned them to one of two conditions. One group read the famous popular psychology book Women Are from Bras and Men Are from Penis, whereas the other group read Marie Claire. I tested only 10 people in each of these groups, and the dependent variable was an objective measure of their happiness with their relationship after reading the book. I didn’t make any specific prediction about which reading material would improve relationship happiness. The data are in the file Penis.sas7bdat. Analyse them with the appropriate t-test. [image: image57.png]





SAS Output for the Independent t-test

	BOOK
	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	Women are from Bras, Men are from Penis
	10
	20.0000
	4.1096
	1.2996
	13.0000
	28.0000

	Marie Claire
	10
	24.2000
	4.7093
	1.4892
	15.0000
	30.0000

	Diff (1-2)
	
	-4.2000
	4.4197
	1.9765
	
	


	BOOK
	Method
	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	Women are from Bras, Men are from Penis
	
	20.0000
	17.0602
	22.9398
	4.1096
	2.8267
	7.5025

	Marie Claire
	
	24.2000
	20.8311
	27.5689
	4.7093
	3.2392
	8.5974

	Diff (1-2)
	Pooled
	-4.2000
	-8.3525
	-0.0475
	4.4197
	3.3395
	6.5359

	Diff (1-2)
	Satterthwaite
	-4.2000
	-8.3580
	-0.0420
	
	
	


	Method
	Variances
	DF
	t Value
	Pr > |t|

	Pooled
	Equal
	18
	-2.12
	0.0477

	Satterthwaite
	Unequal
	17.676
	-2.12
	0.0480


	Equality of Variances

	Method
	Num DF
	Den DF
	F Value
	Pr > F

	Folded F
	9
	9
	1.31
	0.6915


Calculating the Effect Size

We know the value of t and the df from the SAS output and so we can compute r as follows:
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If you think back to our benchmarks for effect sizes this represents a fairly large effect (it is just below .5, the threshold for a large effect). Therefore, as well as being statistically significant, this effect is large and so represents a substantive finding.

Reporting the Results

When you report any statistical test you usually state the finding to which the test relates, and then in brackets report the test statistic (usually with its degrees of freedom), the probability value of that test statistic, and more recently the American Psychological Association is, quite rightly, requesting an estimate of the effect size. To get you into good habits early, we’ll start thinking about effect sizes now, before you get too fixated on Fisher’s magic .05. In this example we know that the value of t was –2.12, that the degrees of freedom on which this was based were 18, and that it was significant at p = .048. This can all be obtained from the SAS output. We can also see the means for each group. Based on what we learnt about reporting means, we could now write something like:

· On average, the reported relationship happiness after reading Marie Claire (M = 24.20, SE = 1.49), was significantly higher than after reading Women Are from Bras and Men Are from Penis (M = 20.00, SE = 1.30) (t(18) = –2.12, p < .05, r = .45).

Task 2

	· Imagine Twaddle and Sons, the publishers of Women Are from Bras and Men Are from Penis, were upset about my claims that their book was about as useful as a paper umbrella. They decided to take me to task and design their own experiment in which participants read their book, and one of my books this book (Field and Hole) at different times. Relationship happiness was measured after reading each book. To maximize their chances of finding a difference they used a sample of 500 participants, but got each participant to take part in both conditions (they read both books). The order in which books were read was counterbalanced and there was a delay of six months between reading the books. They predicted that reading their wonderful contribution to popular psychology would lead to greater relationship happiness than reading some dull and tedious book about experiments. The data are in Field_Hole.sas7bdat. Analyse them using the appropriate t-test. [image: image59.png]





SAS Output

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	500
	1.5280
	12.6281
	0.5647
	-48.0000
	41.0000


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	1.5280
	0.4184
	2.6376
	12.6281
	11.8909
	13.4634


	DF
	t Value
	Pr > |t|

	499
	2.71
	0.0071


Calculating the Effect Size

We know the value of t and the df from the SAS output and so we can compute r as follows:
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If you think back to our benchmarks for effect sizes this represents a small effect (it is just above .1, the threshold for a small effect). Therefore, although this effect is highly statistically significant, the size of the effect is very small and so it represents a trivial finding.

Interpreting and Writing the Results

In this example, it would be tempting for Twaddle and Sons to conclude that their book produced significantly greater relationship happiness than our book. In fact, many researchers would write conclusions like this:

· The results show that reading Women Are from Bras and Men Are from Penis produces significantly greater relationship happiness than that book by smelly old Field and Hole. This result is highly significant.

However, to reach such a conclusion is to confuse statistical significance with the importance of the effect. By calculating the effect size we’ve discovered that although the difference in happiness after reading the two books is statistically very different, the size of effect that this represents is very small indeed. So, the effect is actually not very significant in real terms. A more correct interpretation might be to say:

· The results show that reading Women Are from Bras and Men Are from Penis produces significantly greater relationship happiness than that book by smelly old Field and Hole. However, the effect size was small, revealing that this finding was not substantial in real terms.

Of course, this latter interpretation would be unpopular with Twaddle and Sons, who would like to believe that their book had a huge effect on relationship happiness. 

Chapter 10

Task 1

	· Imagine that I was interested in how different teaching methods affected students’ knowledge. I noticed that some lecturers were aloof and arrogant in their teaching style and humiliated anyone who asked them a question, while others were encouraging and supportive of questions and comments. I took three statistics courses where I taught the same material. For one group of students I wandered around with a large cane and beat anyone who asked daft questions or got questions wrong (punish). In the second group I remained indifferent to and neither punished nor rewarded their efforts (indifferent). In the third  group I used my normal teaching style which is to encourage students to discuss things that they find difficult and to give anyone working hard a nice sweet (reward). As the dependent measure I took the students’ exam marks (percentage). Based on theories of operant conditioning, we expect punishment to be a very unsuccessful way of reinforcing learning, but we expect reward to be very successful. Therefore, one prediction is that reward will produce the best learning. A second hypothesis is that punishment should actually retard learning such that it is worse than an indifferent approach to learning. The data are in the file Teach.sas7bdat. Carry out a one-way ANOVA and use planned comparisons to test the hypotheses that: (1) reward results in better exam results than either punishment or indifference; and (2) indifference will lead to significantly better exam results than punishment.


SAS Syntax

PROC GLM DATA=dsusas.teach;


CLASS group;


MODEL exam = group / SOLUTION ;


MEANS group ;


ESTIMATE 'Reward vs others' group 1 1 -2;


ESTIMATE 'Punish vs indifferent' group -1 1 0;


RUN;

SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	1205.066667
	602.533333
	21.01
	<.0001

	Error
	27
	774.400000
	28.681481
	
	

	Corrected Total
	29
	1979.466667
	
	
	


	R-Square
	Coeff Var
	Root MSE
	EXAM Mean

	0.608784
	9.373704
	5.355509
	57.13333


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	1205.066667
	602.533333
	21.01
	<.0001


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	1205.066667
	602.533333
	21.01
	<.0001


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	65.40000000
	B
	1.69356079
	38.62
	<.0001

	GROUP     1
	-15.40000000
	B
	2.39505664
	-6.43
	<.0001

	GROUP     2
	-9.40000000
	B
	2.39505664
	-3.92
	0.0005

	GROUP     3
	0.00000000
	B
	.
	.
	.


	Level of
GROUP
	N
	EXAM

	
	
	Mean
	Std Dev

	1
	10
	50.0000000
	4.13655788

	2
	10
	56.0000000
	7.10242525

	3
	10
	65.4000000
	4.29987080


	Parameter
	Estimate
	Standard Error
	t Value
	Pr > |t|

	Reward vs others
	-24.8000000
	4.14835978
	-5.98
	<.0001

	Punish vs indifferent
	6.0000000
	2.39505664
	2.51
	0.0186


The main ANOVA summary table shows us that because the observed significance value is less than .05 we can say that there was a significant effect of teaching style on exam marks. However, at this stage we still do not know exactly what the effect of the teaching style was (we don’t know which groups differed). 

Because there were specific hypotheses I specified some contrasts.  The first contrast compares reward (coded with –2) against punishment and indifference (both coded with 1). The second contrast compares punishment (coded with 1) against indifference (coded with –1). Note that the codes for each contrast sum to zero, and that in the second contrast  reward has been coded with a 0 because it is excluded from that contrast. 

The final table shows the significance of the two contrasts specified above. The t-test for the first contrast tells us that reward was significantly different from punishment and indifference (it’s significantly different because the value in the column labelled Pr >|t| is less than .05). Looking at the means, this tells us that the average mark after reward was significantly higher than the average mark for punishment and indifference combined. The second contrast (and the descriptive statistics) tells us that the marks after punishment were significantly lower than after indifference (again, it’s significantly different because the value in the column labelled Pr >|t| is less than .05). As such we could conclude that reward produces significantly better exam grades than punishment and indifference, and that punishment produces significantly worse exam marks than indifference. So lecturers should reward their students, not punish them!

Calculating the Effect Size

The output provides us with three measures of variance: the between-group effect (SSM), the within-subject effect (MSR) and the total amount of variance in the data (SST). We can use these to calculate omega squared (2), the formula for which is:
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Substituting the values from the output gives:
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Interpreting and Writing the Result

The correct way to report the main finding would be:

· All significant values are reported at p < .05.There was a significant effect of teaching style on exam marks, F(2, 27) = 21.01, 2 = .40. Planned contrasts revealed that reward produced significantly better exam grades than punishment and indifference, t(27) = –5.98, and that punishment produced significantly worse exam marks than indifference, t(27) = –2.51. 

Task 2

	· In Chapter 15 (section 15.5) there are some data looking at whether eating soya meals reduces your sperm count (the file is soya.sas7bdat). Have a look at this section, access the data for that example, but analyse them with ANOVA. What’s the difference between what you find and what is found in section 15.5.4? Why do you think this difference has arisen?


SAS Syntax

PROC GLM DATA=dsusas.soya;


CLASS soya;


MODEL sperm = soya /SOLUTION;


MEANS soya / HOVTEST;


RUN;
SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	3
	135.130263
	45.043421
	2.64
	0.0558

	Error
	76
	1298.852738
	17.090168
	
	

	Corrected Total
	79
	1433.983002
	
	
	


	Level of
soya
	N
	SPERM

	
	
	Mean
	Std Dev

	1 per week
	20
	4.60524515
	4.67262903

	4 per week
	20
	4.11007115
	4.40990984

	7 per week
	20
	1.65301216
	1.10864933

	No soya meals
	20
	4.98676275
	5.08436823


This output shows the table of descriptive statistics from the one-way ANOVA. It looks as though, as soya intake increases, sperm counts do indeed decrease.

The main ANOVA summary table shows us that because the observed significance value is greater than .05 we can say that there was no significant effect of soya intake on men’s sperm count. This is strange because if you read the chapter on non-parametric statistics from which this example came, the Kruskal–Wallis test produced a significant result! The reason for this difference is that the data violate the assumption of normality. As I mention in Chapter 15, although parametric tests have more power to detect effects when their assumptions are met, when their assumptions are violated non-parametric tests have more power. This example was arranged to prove this point: because the parametric assumptions are violated, the non-parametric tests produced a significant result and the parametric test did not because, in these circumstances, the non-parametric test has the greater power.

Task 3

	· Students (and lecturers for that matter) love their mobile phones, which is rather worrying given some recent controversy about links between mobile phone use and brain tumours. The basic idea is that mobile phones emit microwaves, and so holding one next to your brain for large parts of the day is a bit like sticking your brain in a microwave oven and hitting the ‘cook until well done’ button. If we wanted to test this experimentally, we could get six groups of people and strap a mobile phone on their heads (that they can’t remove). Then, by remote control, we turn the phones on for a certain amount of time each day. After six months, we measure the size of any tumour (in mm3) close to the site of the phone antennae (just behind the ear). The six groups experienced 0, 1, 2, 3, 4 or 5 hours per day of phone microwaves for six months. The data are in Tumour.sas7bdat. (From Field & Hole, 2003, so there is a very detailed answer in there.)


SAS Output

The error bar chart of the mobile phone data shows the mean size of brain tumour in each condition, and the funny ‘I’ shapes show the confidence intervals of these means. Note that in the control group (0 hours), the mean size of the tumour is virtually zero (we wouldn’t actually expect them to have a tumour) and the error bar shows that there was very little variance across samples. We’ll see later that this is problematic for the analysis.

First, we’ll look at a chart:

AXIS1 LABEL=(A=90);

PROC GCHART DATA=dsusas.tumour;


VBAR usage /SUMVAR = tumor DISCRETE 


TYPE=MEAN  ERRORBAR=BOTH  RAXIS=AXIS1;


RUN;
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PROC MEANS DATA=dsusas.tumour;


CLASS usage;


VAR tumor;

RUN;
	Analysis Variable : TUMOR Size of Tumour (MM cubed)

	Mobile Phone Use (Hours Per Day)
	N Obs
	N
	Mean
	Std Dev
	Minimum
	Maximum

	0
	20
	20
	0.0175500
	0.0121271
	0.000744247
	0.0371190

	1
	20
	20
	0.5148861
	0.2841921
	0.0028748
	0.9402784

	2
	20
	20
	1.2613626
	0.4921764
	0.4775269
	2.3420716

	3
	20
	20
	3.0215941
	0.7655559
	1.7742355
	4.3064064

	4
	20
	20
	4.8877954
	0.6962546
	3.0383907
	6.0488796

	5
	20
	20
	4.7305939
	0.7816257
	2.7027423
	6.1398957


This output shows the table of descriptive statistics from PROC MEANS; we’re told the means and standard deviations for each experimental condition. The means should correspond to those plotted in the graph. These diagnostics are important for interpretation later on.

Having explored the data (only a little) we are ready to run an analysis of variance, using PROC GLM.

PROC GLM DATA=dsusas.tumour;


CLASS usage ;


MODEL tumor = usage/ SOLUTION ;


MEANS usage /HOVTEST ;

RUN;

First, let’s look at the test of homogeneity of variance (even though it comes last).

	Levene's Test for Homogeneity of TUMOR Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	USAGE
	5
	6.2629
	1.2526
	3.87
	0.0028

	Error
	114
	36.9021
	0.3237
	
	


For these data, the assumption of homogeneity of variance has been violated, because our significance is .003, which is considerably smaller than the criterion of .05. In these situations, we have to try to correct the problem and we can either transform the data or calculate the Welch F. 

PROC GLM DATA=dsusas.tumour;


CLASS usage ;


MODEL tumor = usage/ SOLUTION ;


MEANS usage /HOVTEST WELCH ;


RUN;

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	5
	450.6640184
	90.1328037
	269.73
	<.0001

	Error
	114
	38.0937646
	0.3341558
	
	

	Corrected Total
	119
	488.7577830
	
	
	


	R-Square
	Coeff Var
	Root MSE
	TUMOR Mean

	0.922060
	24.02955
	0.578062
	2.405630


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	USAGE
	5
	450.6640184
	90.1328037
	269.73
	<.0001


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	USAGE
	5
	450.6640184
	90.1328037
	269.73
	<.0001


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	4.730593944
	B
	0.12925862
	36.60
	<.0001

	USAGE     0
	-4.713043987
	B
	0.18279930
	-25.78
	<.0001

	USAGE     1
	-4.215707866
	B
	0.18279930
	-23.06
	<.0001

	USAGE     2
	-3.469231383
	B
	0.18279930
	-18.98
	<.0001

	USAGE     3
	-1.708999886
	B
	0.18279930
	-9.35
	<.0001

	USAGE     4
	0.157201445
	B
	0.18279930
	0.86
	0.3916

	USAGE     5
	0.000000000
	B
	.
	.
	.


	Welch's ANOVA for TUMOR

	Source
	DF
	F Value
	Pr > F

	USAGE
	5.0000
	414.93
	<.0001

	Error
	44.3903
	
	


The main ANOVA summary table shows us that because the observed significance value is less than .05 we can say that there was a significant effect of mobile phones on the size of tumour. However, at this stage we still do not know exactly what the effect of the phones was (we don’t know which groups differed). 

The last table (that I’ve reproduced here) shows the Welch F, which is useful because homogeneity of variance was violated. Luckily our conclusions remain the same: both Fs have significance values less than .05.
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Because there were no specific hypotheses I just carried out post hoc tests using a TUKEY test. This is not ideal, as it makes the homogeneity of variance assumption, and we know that that has been violated (SAS does not offer any really good options for this).

PROC GLM DATA=dsusas.tumour;


CLASS usage ;


MODEL tumor = usage/ SOLUTION ;


MEANS usage /HOVTEST WELCH TUKEY;


RUN;
	Means with the same letter are not significantly different.

	Tukey Grouping
	Mean
	N
	USAGE

	A
	4.8878
	20
	4

	A
	
	
	

	A
	4.7306
	20
	5

	
	
	
	

	B
	3.0216
	20
	3

	
	
	
	

	C
	1.2614
	20
	2

	
	
	
	

	D
	0.5149
	20
	1

	D
	
	
	

	D
	0.0175
	20
	0


In the table, SAS puts groups together which are not significantly different.  The only two groups that have been put together are the four-hour and the five-hour group, and therefore all other comparisons are significantly different.

Calculating the Effect Size

The output provides us with three measures of variance: the between-group effect (SSM), the within-subject effect (MSR) and the total amount of variance in the data (SST). We can use these to calculate omega squared (ω2):
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Substituting the relevant values gives:
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Interpreting and Writing the Result

We could report the main finding as:

· Levene’s test indicated that the assumption of homogeneity of variance had been violated (F(5, 114) = 3.87, p = .003). Transforming the data did not rectify this problem and so F-tests are reported nevertheless. The results show that using a mobile phone significantly affected the size of brain tumour found in participants (F(5, 114) = 269.73, p < .001, 2 = .69). The effect size indicated that the effect of phone use on tumour size was substantial.

The next thing that needs to be reported are the post hoc comparisons. It is customary just to summarize these tests in very general terms like this:

· Tukey post hoc tests revealed significant differences between all groups (p < .05 for all tests) except between 4 and 5 hours (ns).

Task 4

	· Using the Glastonbury data (GlastonburyFestivalRegression.sas7bdat), carry out a one-way ANOVA on the data to see if the change in hygiene (change) is significant across people with different musical tastes (music). Do a simple contrast to compare each group against ‘no affiliation’ (which is represented with a 4). Compare the results to those described in section 7.11.


SAS Syntax

PROC GLM DATA=dsusas.glastonburyfestivalregression;


CLASS music ;


MODEL change = music/ SOLUTION ;


MEANS music /HOVTEST ;


RUN;

SAS Output:

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	3
	4.64647434
	1.54882478
	3.27
	0.0237

	Error
	119
	56.35780046
	0.47359496
	
	

	Corrected Total
	122
	61.00427480
	
	
	


	R-Square
	Coeff Var
	Root MSE
	CHANGE Mean

	0.076166
	-101.9468
	0.688182
	-0.675041


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	MUSIC
	3
	4.64647434
	1.54882478
	3.27
	0.0237


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	MUSIC
	3
	4.64647434
	1.54882478
	3.27
	0.0237


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	-.5543103448
	B
	0.09036277
	-6.13
	<.0001

	MUSIC     1
	-.4099753695
	B
	0.20492350
	-2.00
	0.0477

	MUSIC     2
	0.0283844189
	B
	0.16033086
	0.18
	0.8598

	MUSIC     3
	-.4115229885
	B
	0.16702860
	-2.46
	0.0152

	MUSIC     4
	0.0000000000
	B
	.
	.
	.


	Levene's Test for Homogeneity of CHANGE Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	MUSIC
	3
	0.8359
	0.2786
	0.70
	0.5549

	Error
	119
	47.4841
	0.3990
	
	


Levene’s test is non-significant, showing that variances were roughly equal, across crusties, metallers, indie kids and people with no affiliation.

The main ANOVA table shows that the change in hygiene scores was significantly different across the different musical groups, F(3, 119) = 3.27, p < .05. Compare this table to the one in section 7.11, in which we analysed these data as a regression – it’s exactly the same! This should, I hope, re-emphasize to you that regression and ANOVA are the same analytic system!

The contrasts in the table of estimates compare each group with the no affiliation group (luckily for us, SAS chooses the last group as the reference category), and so we can obtain the p-values for the simple contrasts with no extra work.

Task 5

· Labcoat Leni's Real Research 15.2 describes an experiment (Çentinkaya & Domjan, 2006) on quails with fetishes for terrycloth objects (really, it does). In this example, you are asked to analyse two of the variables that the researchers measured with a Kruskal–Wallis test. However, there were two other outcome variables (time spent near the terrycloth object (duration) and copulatory efficiency (efficiency). These data can be analysed with one-way ANOVA. Read Labcoat Leni's Real Research 15.2 to get the full story, then carry out two one-way ANOVAs and Bonferroni post hoc tests on the aforementioned outcome variables.  

SAS Syntax

PROC GLM DATA=dsusas.Cetinkayaanddomjan2006;


CLASS groups ;


MODEL duration = groups/ SOLUTION ;


MEANS groups /HOVTEST BON ;


RUN;

PROC GLM DATA=dsusas.Cetinkayaanddomjan2006;


CLASS groups ;


MODEL efficiency = groups/ SOLUTION ;


MEANS groups /HOVTEST BON ;


RUN;
SAS Output

Dependent Variable: DURATION   Time spent near terrycloth object

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	9880.57664
	4940.28832
	91.38
	<.0001

	Error
	56
	3027.52505
	54.06295
	
	

	Corrected Total
	58
	12908.10169
	
	
	


	R-Square
	Coeff Var
	Root MSE
	DURATION Mean

	0.765455
	26.94486
	7.352751
	27.28814


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	GROUPS
	2
	9880.576640
	4940.288320
	91.38
	<.0001
	174
	168
	106
	277


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	GROUPS
	0.7655
	0.7539
	0.6414
	0.8243
	0.7655
	0.7539
	0.6414
	0.8243


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	GROUPS
	2
	9880.576640
	4940.288320
	91.38
	<.0001
	174
	168
	106
	277


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	GROUPS
	0.7655
	0.7539
	0.6414
	0.8243
	0.7655
	0.7539
	0.6414
	0.8243


Bonferroni (Dunn) t Tests for DURATION

	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	33.00000000
	B
	1.89847215
	17.38
	<.0001

	GROUPS    Control
	-19.14814815
	B
	2.36781078
	-8.09
	<.0001

	GROUPS    Fetishistics
	10.58823529
	B
	2.60468230
	4.07
	0.0002

	GROUPS    NonFetishistics
	0.00000000
	B
	.
	.
	.


	Levene's Test for Homogeneity of DURATION Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUPS
	2
	37469.7
	18734.9
	3.21
	0.0479

	Error
	56
	326869
	5837.0
	
	


	Alpha
	0.05

	Error Degrees of Freedom
	56

	Error Mean Square
	54.06295

	Critical Value of t
	2.46802


	Comparisons significant at the 0.05 level are indicated by ***.

	GROUPS
Comparison
	Difference
Between
Means
	Simultaneous 95% Confidence Limits
	

	Fetishistics    - NonFetishistics
	10.588
	4.160
	17.017
	***

	Fetishistics    - Control
	29.736
	24.118
	35.355
	***

	NonFetishistics - Fetishistics
	-10.588
	-17.017
	-4.160
	***

	NonFetishistics - Control
	19.148
	13.304
	24.992
	***

	Control         - Fetishistics
	-29.736
	-35.355
	-24.118
	***

	Control         - NonFetishistics
	-19.148
	-24.992
	-13.304
	***


Dependent Variable: EFFICIENCY   Copulatory Efficiancy

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	GROUPS
	2
	427.5634821
	213.7817411
	6.04
	0.0042
	9.64
	9.29
	1.29
	29.3


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	GROUPS
	0.1774
	0.1459
	0.0215
	0.3316
	0.1774
	0.1459
	0.0215
	0.3316


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	22.45933333
	B
	1.53644998
	14.62
	<.0001

	GROUPS    Control
	-5.83525926
	B
	1.91628980
	-3.05
	0.0035

	GROUPS    Fetishistics
	-6.61462745
	B
	2.10799198
	-3.14
	0.0027

	GROUPS    NonFetishistics
	0.00000000
	B
	.
	.
	.


	Levene's Test for Homogeneity of EFFICIENCY Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUPS
	2
	14666.9
	7333.5
	1.38
	0.2598

	Error
	56
	297431
	5311.3
	
	


	Alpha
	0.05

	Error Degrees of Freedom
	56

	Error Mean Square
	35.41018

	Critical Value of t
	2.46802


Bonferroni (Dunn) t Tests for EFFICIENCY

	Comparisons significant at the 0.05 level are indicated by ***.

	GROUPS
Comparison
	Difference
Between
Means
	Simultaneous 95% Confidence Limits
	

	NonFetishistics - Control
	5.835
	1.106
	10.565
	***

	NonFetishistics - Fetishistics
	6.615
	1.412
	11.817
	***

	Control         - NonFetishistics
	-5.835
	-10.565
	-1.106
	***

	Control         - Fetishistics
	0.779
	-3.768
	5.326
	

	Fetishistics    - NonFetishistics
	-6.615
	-11.817
	-1.412
	***

	Fetishistics    - Control
	-0.779
	-5.326
	3.768
	


A one-way ANOVA indicated significant group differences, F(2, 56) = 91.38, p < .05, η2 = .77. Subsequent pairwise comparisons (with the Bonferroni correction) revealed that fetishistic male quail stayed near the CS longer than both the non-fetishistic male quail (mean difference = 10.59 s; 95% CI = 4.16, 17.02; p < .05) and the control male quail (mean difference = 29.74 s; 95% CI = 24.12, 35.35; p < .05). In addition, the non-fetishistic male quail spent more time near the CS than did the control male quail (mean difference = 19.15 s; 95% CI = 13.30, 24.99; p < .05) (Çentinkaya & Domjan, 2006, pp. 429–430).
Note that the CS is the terrycloth object. Look at the graph, the ANOVA table and the post hoc tests to see where the values that they report come from. For the copulatory efficiency outcome the authors reported as follows:

A one-way ANOVA yielded a significant main effect of groups, F(2, 56) = 6.04, p < .05, η2 = .18. Paired comparisons (with the Bonferroni correction) indicated that the non-fetishistic male quail copulated with the live female quail (US) more efficiently than both the fetishistic male quail (mean difference = 6.61; 95% CI = 1.41, 11.82; p < .05) and the control male quail (mean difference = 5.83; 95% CI = 1.11, 10.56; p < .05). The difference between the efficiency scores of the fetishistic and the control male quail was not significant (mean difference = 0.78; 95% CI = –5.33, 3.77; p > .05) (Çentinkaya & Domjan, 2006, p. 430).
These results show that male quails do show fetishistic behaviour (the time spent with the terrycloth) and that this affects their copulatory efficiency (they are less efficient than those that don’t develop a fetish, but it’s worth remembering that they are no worse than quails that had no sexual conditioning – the controls). If you look at Labcoat Leni’s box then you’ll also see that this fetishistic behaviour may have evolved because the quails with fetishistic behaviour manage to fertilize a greater percentage of eggs (so their genes are passed on!).

Chapter 11

Task 1

· Stalking is a very disruptive and upsetting (for the person being stalked) experience in which someone (the stalker) constantly harasses or obsesses about another person. It can take many forms, from sending intensely disturbing letters threatening to boil your cat if you don’t reciprocate the stalker’s undeniable love for you, to following you around your local area in a desperate attempt to see which CD you buy on a Saturday. A psychologist, who’d had enough of being stalked by people, decided to try two different therapies on different groups of stalkers (25 stalkers in each group – this variable is called group). To the first group of stalkers he gave what he termed cruel-to-be-kind therapy. This therapy was based on punishment for stalking behaviours; in short, every time the stalkers followed him around, or sent him a letter, the psychologist attacked them with a cattle prod until they stopped their stalking behaviour. It was hoped that the stalkers would learn an aversive reaction to anything resembling stalking. The second therapy was psychodyshamic therapy, which is a recent development on Freud’s psychodynamic therapy that acknowledges what a sham this kind of treatment is (so you could say it’s based on Fraudian theory). The stalkers were hypnotized and regressed into their childhood, the therapist would also discuss their penis (unless it was a woman, in which case they discussed their lack of penis), the penis of their father, their dog’s penis, the penis of the cat down the road, and anyone else’s penis that sprang to mind. At the end of therapy, the psychologist measured the number of hours in the week that the stalker spent stalking their prey (this variable is called stalk2). Now, the therapist believed that the success of therapy might well depend on how bad the problem was to begin with, so before therapy the therapist measured the number of hours that the patient spent stalking as an indicator of how much of a stalker the person was (this variable is called stalk1). The data are in the file Stalker.sas7bdat. Analyse the effect of therapy on stalking behaviour after therapy, controlling for the amount of stalking behaviour before therapy.

SAS Syntax

First without using stalk1 as a covariate.

PROC GLM DATA=dsusas.stalker;


CLASS therapy ;


MODEL stalk2 = therapy/ SOLUTION EFFECTSIZE;


MEANS therapy /HOVTEST BON   ;


RUN;
SAS Output (Selected)

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	1
	591.680000
	591.680000
	3.33
	0.0742

	Error
	48
	8526.320000
	177.631667
	
	

	Corrected Total
	49
	9118.000000
	
	
	


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	GROUP
	1
	591.6800000
	591.6800000
	3.33
	0.0742
	2.19
	2.1
	0
	14.5


This output shows the ANOVA table when the covariate is not included. It is clear from the significance value that there is no difference in the hours spent stalking after therapy for the two therapy groups (p is .074, which is greater than .05). You should note that the total amount of variation to be explained (SST) was 9118, of which the experimental manipulation accounted for 591.68 units (SSM), while 8526.32 units were unexplained (SSR). 

We know from our initial ANOVA that this difference is non-significant. So what now happens when we consider the effect of the covariate (in this case the extent of the stalker’s problem before therapy)?

SAS Syntax

PROC GLM DATA=dsusas.stalker;


CLASS group ;


MODEL stalk2 = group stalk1 / SOLUTION EFFECTSIZE;


LSMEANS group / BON   ;


RUN;

Note that we have a covariate, and hence we need to use LSMEANS, rather than MEANS.

SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	5006.277977
	2503.138989
	28.61
	<.0001

	Error
	47
	4111.722023
	87.483447
	
	

	Corrected Total
	49
	9118.000000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	STALK2 Mean

	0.549054
	16.01585
	9.353259
	58.40000


	Overall Noncentrality

	Min Var Unbiased Estimate
	52.79

	Low MSE Estimate
	50.444

	95% Confidence Limits
	(24.683,99.361)


	Proportion of Variation Accounted for

	Eta-Square
	0.55

	Omega-Square
	0.52

	95% Confidence Limits
	(0.33,0.67)


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	GROUP
	1
	480.264911
	480.264911
	5.49
	0.0234
	4.26
	4.07
	0.0241
	18.9

	STALK1
	1
	4414.597977
	4414.597977
	50.46
	<.0001
	47.31
	45.21
	21.6337
	90.4


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	GROUP
	0.0527
	0.0427
	0.0000
	0.2070
	0.1046
	0.0824
	0.0005
	0.2743

	STALK1
	0.4842
	0.4701
	0.2713
	0.6215
	0.5178
	0.4973
	0.3020
	0.6438


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	3.361891651
	B
	8.44196787
	0.40
	0.6923

	GROUP     1
	-6.202509720
	B
	2.64721959
	-2.34
	0.0234

	GROUP     2
	0.000000000
	B
	.
	.
	.

	STALK1
	0.891434578
	
	0.12548934
	7.10
	<.0001


	GROUP
	STALK2 LSMEAN

	1
	55.2987451

	2
	61.5012549


Looking first at the significance values, it is clear that the covariate significantly predicts the dependent variable, so the hours spent stalking after therapy depend on the extent of the initial problem (i.e. the hours spent stalking before therapy). More interesting is that when the effect of initial stalking behaviour is removed, the effect of therapy becomes significant (p has gone down from .074 to .023, which is less than .05). 

To interpret the results of the main effect of therapy we need to look at adjusted means. These adjusted means are shown above. There are only two groups being compared in this example, so we can conclude that the therapies had a significantly different effect on stalking behaviour; specifically, stalking behaviour was lower after the therapy involving the cattle prod compared to psychodyshamic therapy.
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We need to interpret the covariate. The graph above shows the time spent stalking after therapy (dependent variable) and the initial level of stalking (covariate). This graph shows that there is a positive relationship between the two variables; that is, high scores on one variable correspond to high scores on the other, and low scores on one variable correspond to low scores on the other. 

Interpreting and Writing the Result

The correct way to report the main finding would be:

· The main effect of therapy was significant (F(1, 47) = 5.49, p < .05, ω2 = .04), indicating that the time spent stalking was lower after using a cattle prod (M = 55.30, SE = 1.87) compared to after psychodyshamic therapy (M = 61.50, SE = 1.87).
· The covariate was also significant (F(1, 47) = 50.46, p < .001, ω2 = .47), indicating that level of stalking before therapy had a significant effect on level of stalking after therapy (there was a positive relationship between these two variables).  

Task 2

· A marketing manager for a certain well-known drinks manufacturer was interested in the therapeutic benefit of certain soft drinks for curing hangovers. He took 15 people out on the town one night and got them drunk. The next morning as they awoke, dehydrated and feeling as though they’d licked a camel’s sandy feet clean with their tongue, he gave five of them water to drink, five of them Lucozade (in case this isn’t sold outside of the UK, it’s a very nice glucose-based drink) and the remaining five a leading brand of cola (this variable is called drink). He then measured how well they felt (on a scale from 0 = I feel like death to 10 = I feel really full of beans and healthy) two hours later (this variable is called well). He wanted to know which drink produced the greatest level of wellness. However, he realized that it was important to control for how drunk the person got the night before, and so he measured this on a scale of 0 = as sober as a nun to 10 = flapping about like a haddock out of water on the floor in a puddle of their own vomit (the variable is called drunk). The data are in the file HangoverCure.sas7bdat. Conduct an ANCOVA to see whether people felt better after different drinks when controlling for how drunk they were the night before.

SAS Syntax

PROC GLM DATA=dsusas.hangovercure;


CLASS drink ;


MODEL well = drunk drink / SOLUTION EFFECTSIZE;


MEANS drink    ;


ESTIMATE 'water v Lucozade' drink -1 1 0;


ESTIMATE 'water v cola' drink -1 0 1;


RUN;

SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	3
	13.32043011
	4.44014337
	11.07
	0.0012

	Error
	11
	4.41290323
	0.40117302
	
	

	Corrected Total
	14
	17.73333333
	
	
	


	R-Square
	Coeff Var
	Root MSE
	WELL Mean

	0.751152
	11.44667
	0.633382
	5.533333


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	DRUNK
	1
	11.18709677
	11.18709677
	27.89
	0.0003
	21.82
	16.97
	5.28
	66.6

	DRINK
	2
	3.46428976
	1.73214488
	4.32
	0.0413
	5.07
	3.94
	0.00
	25.8


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	DRUNK
	0.6309
	0.5948
	0.2119
	0.7813
	0.7171
	0.6419
	0.2604
	0.8161

	DRINK
	0.1954
	0.1468
	0.0000
	0.4568
	0.4398
	0.3067
	0.0000
	0.6321


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	7.116129032
	B
	0.37729526
	18.86
	<.0001

	DRUNK
	-0.548387097
	
	0.10384710
	-5.28
	0.0003

	DRINK     1
	-0.141935484
	B
	0.41952174
	-0.34
	0.7415

	DRINK     2
	0.987096774
	B
	0.44205213
	2.23
	0.0473

	DRINK     3
	0.000000000
	B
	.
	.
	.


	Parameter
	Estimate
	Standard Error
	t Value
	Pr > |t|

	water v Lucozade
	1.12903226
	0.40540292
	2.78
	0.0177

	water v cola
	0.14193548
	0.41952174
	0.34
	0.7415


First, the table shows the ANOVA table for these data when the covariate is not included. It is clear from the significance value that there are no differences in how well people feel when they have different drinks. 

However, looking at the second analysis, it is clear that the covariate significantly predicts the dependent variable, so the drunkenness of the person influenced how well they felt the next day. What’s more interesting is that when the effect of drunkenness is removed, the effect of drink becomes significant (p is .041, which is less than .05).

Look next at the parameter estimates. These estimates are calculated using a regression analysis with drink split into two dummy coding variables. SAS codes the two dummy variables such that the last category (the category coded with the highest value in the data editor, in this case the cola group) is the reference category. This reference category (labelled dose=3 in the output) is coded with 0 for both dummy variables; dose=2, therefore, represents the difference between the group coded as 2 (Lucozade) and the reference category (cola); and dose=1 represents the difference between the group coded as 1 (water) and the reference category (cola). The estimates represent the differences between the means of these groups and so the significances of the t-tests tell us whether the group means differ significantly. Therefore, from these estimates we could conclude that the cola and water groups have similar means whereas the cola and Lucozade groups have significantly different means. 

The next output shows the result of a contrast analysis that compares level 2 (Lucozade) against level 1 (water) as a first comparison, and level 3 (cola) against level 1 (water) as a second comparison. These results show that the Lucozade group felt significantly better than the water group (contrast 1), but that the cola group did not differ significantly from the water group (p = .741). These results are consistent with the regression parameter estimates (in fact, note that contrast 2 is identical to the regression parameters for dose=1 in the previous section).

To look at the effect of the covariate we can examine a scatterplot:
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This shows that the more drunk a person was the night before, the less well they felt the next day.

Calculating the Effect Size

We can calculate (ω2) for the covariate:
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We can also do the same for the main effect of drink:
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We’ve got t-statistics for the comparisons between the cola and water groups and the cola and Lucozade groups. These t-statistics have N – 2 degrees of freedom, where N is the total sample size (in this case 15). Therefore we get:
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Interpreting and Writing the Result

We could report the main finding as:

· The covariate, drunkenness, was significantly related to how ill the person felt the next day, F(1, 11) = 27.89, p < .001, ω2 = .15. There was also a significant effect of the type of drink on how well the person felt, after controlling for how drunk they were the night before, F(2, 11) = 4.32, p < .05, ω2 = .17.
We can also report some contrasts:

· Planned contrasts revealed that having Lucozade significantly improved how well you felt compared to having cola, t(13) = 2.23, p < .05, r = .53, but having cola was no better than having water, t(13) = –0.34, ns, r = .09. We can conclude that cola and water have the same effects on hangovers but that Lucozade seems significantly better at curing hangovers than cola.
Chapter 12

Task 1

· People’s musical taste tends to change as they get older (my parents, for example, after years of listening to relatively cool music when I was a kid in the 1970s, subsequently hit their mid-forties and developed a worrying obsession with country and western music (or maybe it was the stress of having me as a teenage son). Anyway, this worries me immensely as the future seems incredibly bleak if it is spent listening to Garth Brooks and thinking ‘oh boy, did I underestimate Garth’s immense talent when I was in my 20s’. So, I thought I’d do some research to find out whether my fate really was sealed, or whether it’s possible to be old and like good music too. First, I got myself two groups of people (45 people in each group): one group contained young people (which I arbitrarily decided was under 40 years of age), and the other group contained more mature individuals (above 40 years of age). This is my first independent variable, age, and it has two levels (less than or more than 40 years old, labelled 1 and 2). I then split each of these groups of 45 into three smaller groups of 15 and assigned them to listen to either Fugazi (who everyone knows are the coolest band on the planet), ABBA or Barf Grooks (who is a lesser known country and western musician not to be confused with anyone who has a similar name and produces music that makes you want to barf). This is my second independent variable, music, and has three levels (Barf Grooks (labelled 1) ABBA (labelled 2) or Fugazi (labelled 3)). There were different participants in all conditions, which means that of the 45 under-forties, 15 listened to Fugazi, 15 listened to ABBA and 15 listened to Barf Grooks; likewise of the 45 over-forties, 15 listened to Fugazi, 15 listened to ABBA and 15 listened to Barf Grooks. After listening to the music I got each person to rate it on a scale ranging from –100 (I hate this foul music of Satan) through 0 (I am completely indifferent) to +100 (I love this music so much I’m going to explode). This variable is called liking. The data are in the file Fugazi.sas7bdat. Conduct a two-way independent ANOVA on them.

SAS Syntax

PROC GLM DATA=dsusas.fugazi;


CLASS music age ;


MODEL liking = music age music*age/ SOLUTION EFFECTSIZE;


LSMEANS music age music*age    ;


RUN;
SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	5
	392654.9333
	78530.9867
	202.64
	<.0001

	Error
	84
	32553.4667
	387.5413
	
	

	Corrected Total
	89
	425208.4000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	LIKING Mean

	0.923441
	100.7819
	19.68607
	19.53333


	Overall Noncentrality

	Min Var Unbiased Estimate
	984.07

	Low MSE Estimate
	960.07

	95% Confidence Limits
	(704.93,1365.1)


	Proportion of Variation Accounted for

	Eta-Square
	0.92

	Omega-Square
	0.92

	95% Confidence Limits
	(0.89,0.94)


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	MUSIC
	2
	81864.0667
	40932.0333
	105.62
	<.0001
	204.210
	199.229
	133
	303.669

	AGE
	1
	0.7111
	0.7111
	0.00
	0.9659
	-0.998
	-0.974
	0
	0.619

	MUSIC*AGE
	2
	310790.1556
	155395.0778
	400.98
	<.0001
	780.860
	761.814
	556
	1088.217


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	MUSIC
	0.1925
	0.1905
	0.0560
	0.3212
	0.7155
	0.6992
	0.5963
	0.7714

	AGE
	0.0000
	-0.0009
	0.0000
	0.0000
	0.0000
	-0.0112
	0.0000
	0.0068

	MUSIC*AGE
	0.7309
	0.7284
	0.6273
	0.7888
	0.9052
	0.8989
	0.8607
	0.9236


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	MUSIC
	2
	81864.0667
	40932.0333
	105.62
	<.0001
	204.210
	199.229
	133
	303.669

	AGE
	1
	0.7111
	0.7111
	0.00
	0.9659
	-0.998
	-0.974
	0
	0.619

	MUSIC*AGE
	2
	310790.1556
	155395.0778
	400.98
	<.0001
	780.860
	761.814
	556
	1088.217


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	MUSIC
	0.1925
	0.1905
	0.0560
	0.3212
	0.7155
	0.6992
	0.5963
	0.7714

	AGE
	0.0000
	-0.0009
	0.0000
	0.0000
	0.0000
	-0.0112
	0.0000
	0.0068

	MUSIC*AGE
	0.7309
	0.7284
	0.6273
	0.7888
	0.9052
	0.8989
	0.8607
	0.9236


	Parameter
	Estimate
	
	Standard Error
	t Value
	Pr > |t|

	Intercept
	-71.4666667
	B
	5.08292088
	-14.06
	<.0001

	MUSIC     1
	137.6666667
	B
	7.18833564
	19.15
	<.0001

	MUSIC     2
	135.6000000
	B
	7.18833564
	18.86
	<.0001

	MUSIC     3
	0.0000000
	B
	.
	.
	.

	AGE       1
	145.7333333
	B
	7.18833564
	20.27
	<.0001

	AGE       2
	0.0000000
	B
	.
	.
	.

	MUSIC*AGE 1 1
	-287.8000000
	B
	10.16584176
	-28.31
	<.0001

	MUSIC*AGE 1 2
	0.0000000
	B
	.
	.
	.

	MUSIC*AGE 2 1
	-149.9333333
	B
	10.16584176
	-14.75
	<.0001

	MUSIC*AGE 2 2
	0.0000000
	B
	.
	.
	.

	MUSIC*AGE 3 1
	0.0000000
	B
	.
	.
	.

	MUSIC*AGE 3 2
	0.0000000
	B
	.
	.
	.


	MUSIC
	LIKING LSMEAN

	1
	-4.8333333

	2
	62.0333333

	3
	1.4000000


	AGE
	LIKING LSMEAN

	1
	19.4444444

	2
	19.6222222


	MUSIC
	AGE
	LIKING LSMEAN

	1
	1
	-75.8666667

	1
	2
	66.2000000

	2
	1
	59.9333333

	2
	2
	64.1333333

	3
	1
	74.2666667

	3
	2
	-71.4666667


The output begins with the main ANOVA summary table, where we can see that the model is highly significant.  The second table confirms that by showing that R2 is .92 – a very high value.  

Skip down to the table containing the Type III sums of squares (remember that we almost always want to look at the Type III, not the Type I). The main effect of music is shown by the F-ratio in the row labelled MUSIC; in this case the significance is shown as <.0001, which is lower than the usual cut-off point of .05. Hence, we can say that there was a significant effect of the type of music on the ratings. To understand what this actually means, we need to look at the mean ratings for each type of music when we ignore whether the person giving the rating was old or young:  this is in the table of means. We can see that the mean for ABBA (group 2) is 62, but the mean for the other two (Barf and Fugazi) is considerably lower.

When we look at age, the effect is not significant: F(1, 84) = 0.00, p = .97.

The interaction effect is shown by the F-ratio in the row labeled MUSIC*AGE; the associated significance value is small (<.0001) and is less than the criterion of .05. Therefore, we can say that there is a significant interaction between age and the type of music rated. To interpret this effect we need to look at the mean ratings in all conditions, and these means were originally plotted at the beginning of this output. The fact there is a significant interaction tells us that for certain types of music the different age groups gave different ratings. In this case, although they agree on ABBA, there are large disagreements in ratings of Fugazi and Barf Grooks.

Looking at the mean ratings by each age group for each type of music, we can see that whatever age people are, they like ABBA – the means are 59.9 for young people, and 64.1 for old people; however Barf Grooks only seems to be admired by older people (–75.9 for young people, 66.2 for old) and Fugazi are only appreciated by those under 40 (74.3 for young people, –71.5 for old people).

Don’t try to interpret the parameter estimates from this kind of model (unless you are feeling particularly strong), as they are kind of tricky.

Interpreting and Writing the Result

As with the other ANOVAs we’ve encountered, we have to report the details of the F-ratio and the degrees of freedom from which it was calculated. For the various effects in these data the F-ratios will be based on different degrees of freedom: they are obtained by dividing the mean squares for the effect by the mean squares for the residual. For the effects of music and the music ( age interaction, the model degrees of freedom were 2 (dfM = 2), but for the effect of age the degrees of freedom were only 1 (dfM = 1). For all effects, the degrees of freedom for the residuals were 84 (dfR = 84). We can, therefore, report the three effects from this analysis as follows:

· The results show that the main effect of the type of music listened to significantly affected the ratings of that music (F(2, 84) = 105.62, p < .0001, partial 2 = .72). 
· The main effect of age on the ratings of the music was non-significant (F(1, 84) = 0.00, partial 2  = .00).
· The music ( age interaction was significant (F(2, 84) = 400.98, p < .001, partial 2  = .91) These findings indicate that there is no hope for me – the minute I hit 40 I will suddenly start to love country and western music and will consign all of my Fugazi CDs to the fire (it will never happen … arghhhh!!!). 
Task 2

· In Chapter 4 we used some data that related to men and women’s arousal levels when watching either Bridget Jones’s Diary or Memento (ChickFlick.sas7bdat). Analyse these data to see whether men and women differ in their reactions to different types of films.

SAS Syntax

PROC GLM DATA=dsusas.chickflick;


CLASS film gender ;


MODEL arousal = film gender film*gender/ SOLUTION EFFECTSIZE;


LSMEANS film gender film*gender   ;


RUN;
SAS Output

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	3
	1213.275000
	404.425000
	9.92
	<.0001

	Error
	36
	1467.700000
	40.769444
	
	

	Corrected Total
	39
	2680.975000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	AROUSAL Mean

	0.452550
	31.88562
	6.385095
	20.02500


	Overall Noncentrality

	Min Var Unbiased Estimate
	25.106

	Low MSE Estimate
	23.629

	95% Confidence Limits
	(7.9898,57.889)


	Proportion of Variation Accounted for

	Eta-Square
	0.45

	Omega-Square
	0.40

	95% Confidence Limits
	(0.17,0.59)


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	film
	1
	1092.025000
	1092.025000
	26.79
	<.0001
	24.297
	22.868
	8.15
	55.39

	gender
	1
	87.025000
	87.025000
	2.13
	0.1527
	1.016
	0.956
	0.00
	11.83

	film*gender
	1
	34.225000
	34.225000
	0.84
	0.3656
	-0.207
	-0.195
	0.00
	8.29


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	film
	0.4073
	0.3862
	0.1654
	0.5749
	0.4266
	0.3920
	0.1693
	0.5807

	gender
	0.0325
	0.0170
	0.0000
	0.1935
	0.0560
	0.0276
	0.0000
	0.2283

	film*gender
	0.0128
	-0.0024
	0.0000
	0.1499
	0.0228
	-0.0040
	0.0000
	0.1717


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Noncentrality Parameter

	
	
	
	
	
	
	Min Var Unbiased Estimate
	Low MSE Estimate
	95% Confidence Limits

	film
	1
	1092.025000
	1092.025000
	26.79
	<.0001
	24.297
	22.868
	8.15
	55.39

	gender
	1
	87.025000
	87.025000
	2.13
	0.1527
	1.016
	0.956
	0.00
	11.83

	film*gender
	1
	34.225000
	34.225000
	0.84
	0.3656
	-0.207
	-0.195
	0.00
	8.29


	Source
	Total Variation Accounted For
	Partial Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits
	Partial Eta-Square
	Partial Omega-Square
	95% Confidence Limits

	film
	0.4073
	0.3862
	0.1654
	0.5749
	0.4266
	0.3920
	0.1693
	0.5807

	gender
	0.0325
	0.0170
	0.0000
	0.1935
	0.0560
	0.0276
	0.0000
	0.2283

	film*gender
	0.0128
	-0.0024
	0.0000
	0.1499
	0.0228
	-0.0040
	0.0000
	0.1717


The main effect of gender is shown by the F-ratio in the row labelled gender; in this case the significance is .153, which is greater than the usual cut-off point of .05. Hence, we can say that there was not a significant effect of gender on arousal during the films. To understand what this actually means, we need to look at the mean arousal levels for men and women (when we ignore which film they watched).
The main effect of film is shown by the F-ratio in the row labelled film; the probability associated with this F-ratio is shown as <.0001, which is less than the critical value of .05, hence we can say that arousal levels were significantly different in the two films. Again, to interpret the effect we need to look at the mean arousal levels but this time comparing the two films (and ignoring whether the person was male or female). When you ignore the gender of the person, arousal levels were significantly higher for Memento than for Bridget Jones’s Diary.

The interaction effect is shown by the F-ratio in the row labelled film*gender; the associated significance value is .366, which is greater than the criterion of .05. Therefore, we can say that there is not a significant interaction between gender and the type of film watched. To interpret this effect we need to look at the mean arousal in all conditions. 

Task 3

 At  the  start  of  this  chapter  I  described  a  way  of  empirically  researching whether  I  wrote  better  songs  than  my  old  band  mate  Malcolm,  and  whether  this depended on the type of song (a symphony or a song about flies). The outcome variable would be the number of screams elicited by audience members during the songs. These  data  are  in  the  file  Escape  From  Inside.sas7bdat.  draw  an  error  bar  graph  and analyse and interpret these data.  2
To draw the graph we can use PROC GCHART.

PROC GCHART DATA=dsusas.escape_from_inside;


VBAR songtype /SUMVAR = screams



TYPE=MEAN


GROUP=song_writer



PATTERNID=MIDPOINT ERRORBAR=BOTH;


RUN;
Which produces the following chart:
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We can then use PROC GLM to analyze the data.’

PROC GLM  DATA=dsusas.escape_from_inside;


CLASS  song_writer  songtype;


MODEL screams = song_writer songtype song_writer*songtype 



/EFFECTSIZE ;


MEANS  song_writer songtype song_writer*songtype ;


RUN;
	Class Level Information

	Class
	Levels
	Values

	song_writer
	2
	Andy Malcolm

	songtype
	2
	Fly Song Symphony


	Number of Observations Read
	68

	Number of Observations Used
	68


	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	3
	127.4558824
	42.4852941
	11.96
	<.0001

	Error
	64
	227.2941176
	3.5514706
	
	

	Corrected Total
	67
	354.7500000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	SCREAMS Mean

	0.359284
	25.99358
	1.884535
	7.250000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	song_writer
	1
	35.30882353
	35.30882353
	9.94
	0.0025

	songtype
	1
	74.13235294
	74.13235294
	20.87
	<.0001

	song_writer*songtype
	1
	18.01470588
	18.01470588
	5.07
	0.0277


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	song_writer
	1
	35.30882353
	35.30882353
	9.94
	0.0025

	songtype
	1
	74.13235294
	74.13235294
	20.87
	<.0001

	song_writer*songtype
	1
	18.01470588
	18.01470588
	5.07
	0.0277


	Source
	Total Variation Accounted For

	
	Semipartial Eta-Square
	Semipartial Omega-Square
	Conservative
95% Confidence Limits

	song_writer
	0.0995
	0.0886
	0.0065
	0.2455

	songtype
	0.2090
	0.1970
	0.0596
	0.3646

	song_writer*songtype
	0.0508
	0.0404
	0.0000
	0.1796


	Level of
song_writer
	N
	SCREAMS

	
	
	Mean
	Std Dev

	Andy
	34
	7.97058824
	2.45548605

	Malcolm
	34
	6.52941176
	1.91066059


	Level of
songtype
	N
	SCREAMS

	
	
	Mean
	Std Dev

	Fly Song
	34
	6.20588235
	1.99665496

	Symphony
	34
	8.29411765
	2.12530799


	Level of
song_writer
	Level of
songtype
	N
	SCREAMS

	
	
	
	Mean
	Std Dev

	Andy
	Fly Song
	17
	6.41176471
	2.06333539

	Andy
	Symphony
	17
	9.52941176
	1.73629084

	Malcolm
	Fly Song
	17
	6.00000000
	1.96850197

	Malcolm
	Symphony
	17
	7.05882353
	1.74894926


Remember to look at the Type III sums of squares (although in this case the type I and type III sums of squares are the same). The main effect of the type of song is shown by the F-ratio in the row labelled SongType; in this case the significance is <0.0001, which is smaller than the usual cut-off point of 0.05. Hence, we can say that there was a significant effect of the type of song on the number of screams elicited while it was played

The main effect of the songwriter was significant because the significance of the F-ratio for this effect is 0.002, which is less than the critical value of 0.05, hence we can say that Andy and Malcolm differed in the reactions to their songs.

The interaction effect was significant too because the associated significance value is 0.28, which is less than the criterion of 0.05. Therefore, we can say that there is a significant interaction between the type of song and who wrote it on people’s appreciation of the song. The graph that you drew earlier on tells us that although reactions to Malcolm’s and Andy’s were fairly similar for the Flies song, they differed quite a bit for the symphony: Andy’s symphony elicited more screams of torment than Malcolm’s. We can conclude that in general Malcolm was a better songwriter than Andy, but the interaction tells us that this effect is true mainly for symphonies.

Chapter 13

Task 1

· There is often concern among students as to the consistency of marking between lecturers. It is common that lecturers obtain reputations for being ‘hard’ or ‘light’ markers (or to use the students’ terminology, ‘evil manifestations from Beelzebub’s bowels’ and ‘nice people’) but there is often little to substantiate these reputations. A group of students investigated the consistency of marking by submitting the same essays to four different lecturers. The mark given by each lecturer was recorded for each of the eight essays. It was important that the same essays were used for all lecturers because this eliminated any individual differences in the standard of work that each lecturer marked. This design is repeated measures because every lecturer marked every essay. The independent variable was the lecturer who marked the report and the dependent variable was the percentage mark given. The data are in the file TutorMarks.sas7bdat. Conduct a one-way ANOVA on these data by hand.

Data for essay marks example:
	Essay
	Tutor 1 
(Dr Field)
	Tutor 2
(Dr Smith)
	Tutor 3
(Dr Scrote)
	Tutor 4
(Dr Death)
	Mean
	S2

	1
	62
	58
	63
	64
	61.75
	6.92

	2
	63
	60
	68
	65
	64.00
	11.33

	3
	65
	61
	72
	65
	65.75
	20.92

	4
	68
	64
	58
	61
	62.75
	18.25

	5
	69
	65
	54
	59
	61.75
	43.58

	6
	71
	67
	65
	50
	63.25
	84.25

	7
	78
	66
	67
	50
	65.25
	132.92

	8
	75
	73
	75
	45
	67.00
	216.00

	Mean
	68.875
	64.25
	65.25
	57.375
	
	


There were 8 essays, each marked by four different lecturers. Their marks are shown in the table. In addition, the mean mark given by each lecturer is shown in the table, and also the mean mark that each essay received and the variance of marks for a particular essay. Now, the total variance within essays will in part be caused by the fact that different lecturers are harder or softer markers (the manipulation), and in part by the fact that the essays themselves will differ in quality (individual differences).

The Total Sum of Squares (SST) 

Remember from one-way independent ANOVA that SST is calculated using the following equation:
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Well, in repeated-measures designs the total sum of squares is calculated in exactly the same way. The grand variance in the equation is simply the variance of all scores when we ignore the group to which they belong. So if we treated the data as one big group it would look like this:

	62
	58
	63
	64

	63
	60
	68
	65

	65
	61
	72
	65

	68
	64
	58
	61

	69
	65
	54
	59

	71
	67
	65
	50

	78
	66
	67
	50

	75
	73
	75
	45

	Grand Mean = 63.9375


The variance of these scores is 55.028 (try this on your calculator). We used 32 scores to generate this value, and so N = 32. As such the equation becomes:
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The degrees of freedom for this sum of squares, as with the independent ANOVA will be N–1, or 31.

The Within-Participant Sum of Squares (SSW) 

The crucial variation in this design is that there is a variance component called the within-participant variance (this arises because we’ve manipulated our independent variable within each participant). This is calculated using a sum of squares. Generally speaking, when we calculate any sum of squares we look at the squared difference between the mean and individual scores. This can be expressed in terms of the variance across a number of scores and the number of scores on which the variance is based. For example, when we calculated the residual sum of squares in independent ANOVA (SSR) we used the following equation:
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This equation gave us the variance between individuals within a particular group, and so is an estimate of individual differences within a particular group. Therefore, to get the total value of individual differences we have to calculate the sum of squares within each group and then add them up:
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This is all well and good when we have different people in each group, but in repeated-measures designs we’ve subjected people to more than one experimental condition, and therefore we’re interested in the variation not within a group of people (as in independent ANOVA) but within an actual person. That is, how much variability is there within an individual? To find this out we actually use the same equation but we adapt it to look at people rather than groups. So, if we call this sum of squares SSW (for within-participant SS) we could write it as: 
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This equation simply means that were looking at the variation in an individual’s scores and then adding these variances for all the people in the study. Some of you may have noticed that, in our example, we’re using essays rather than people, and so to be pedantic we’d write this as:
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The ns simply represent the number of scores on which the variances are based (i.e. the number of experimental conditions, or in this case the number of lecturers). All of the variances we need are in the table, so we can calculate SSW as:
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The degrees of freedom for each person are n – 1 (i.e. the number of conditions minus 1). To get the total degrees of freedom we add the df for all participants. So, with eight participants (essays) and four conditions (i.e. n = 4) we get 8 ( 3 = 24 degrees of freedom.

The Model Sum of Squares (SSM) 

So far, we know that the total amount of variation within the data is 1705.868 units. We also know that 1602.5 of those units are explained by the variance created by individuals’ (essays’) performances under different conditions. Now some of this variation is the result of our experimental manipulation and some of this variation is simply random fluctuation. The next step is to work out how much variance is explained by our manipulation and how much is not.

In independent ANOVA, we worked out how much variation could be explained by our experiment (the model SS) by looking at the means for each group and comparing these to the overall mean. So, we measured the variance resulting from the differences between group means and the overall mean. We do exactly the same thing with a repeated-measures design. First we calculate the mean for each level of the independent variable (in this case the mean mark given by each lecturer) and compare these values to the overall mean of all marks.
So, we calculate this SS in the same way as for independent ANOVA:

· Calculate the difference between the mean of each group and the grand mean.
· Square each of these differences.
· Multiply each result by the number of subjects within that group (ni).
· Add the values for each group together:
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Using the means from the essay data, we can calculate SSM as follows:
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For SSM, the degrees of freedom (dfM) are again one less than the number of things used to calculate the sum of squares. For the model sums of squares we calculated the sum of squared errors between the four means and the grand mean. Hence, we used four things to calculate these sums of squares. So, the degrees of freedom will be 3. So, as with independent ANOVA, the model degrees of freedom is always the number of groups (k) minus 1:
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The Residual Sum of Squares (SSR) 

We now know that there are 1706 units of variation to be explained in our data, and that the variation across our conditions accounts for 1602 units. Of these 1602 units, our experimental manipulation can explain 554 units. The final sum of squares is the residual sum of squares (SSR), which tells us how much of the variation cannot be explained by the model. This value is the amount of variation caused by extraneous factors outside of experimental control (such as natural variation in the quality of the essays). Knowing SSW and SSM already, the simplest way to calculate SSR is to subtract SSM from SSW (SSR = SSW – SSM):
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The degrees of freedom are calculated in a similar way:
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The Mean Squares 

SSM tells us how much variation the model (e.g. the experimental manipulation) explains and SSR tells us how much variation is due to extraneous factors. However, because both of these values are summed values the number of scores that were summed influences them. As with independent ANOVA, we eliminate this bias by calculating the average sum of squares (known as the mean squares, MS), which is simply the sum of squares divided by the degrees of freedom:
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MSM represents the average amount of variation explained by the model (e.g. the systematic variation), whereas MSR is a gauge of the average amount of variation explained by extraneous variables (the unsystematic variation).

The F-Ratio

The F-ratio is a measure of the ratio of the variation explained by the model and the variation explained by unsystematic factors. It can be calculated by dividing the model mean squares by the residual mean squares. You should recall that this is exactly the same as for independent ANOVA:
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So, as with the independent ANOVA, the F-ratio is still the ratio of systematic variation to unsystematic variation. As such, it is the ratio of the experimental effect to the effect on performance of unexplained factors. For the marking data, the F-ratio is:
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This value is greater than 1, which indicates that the experimental manipulation had some effect above and beyond the effect of extraneous factors. As with independent ANOVA this value can be compared against a critical value based on its degrees of freedom (which are dfM and dfR, which are 3 and 21 in this case).

Task 2

· Repeat the analysis above on SAS and interpret the results.

SAS Syntax

PROC GLM DATA = dsusas.tutormarks ;

MODEL tutor1 tutor2 tutor3 tutor4  = /NOUNI;

REPEATED marker / PRINTE ;

RUN;
SAS Output

This relatively straightforward test produces a surprisingly large amount of output, so I’m only going to include the most important parts here.

	Dependent Variable
	TUTOR1
	TUTOR2
	TUTOR3
	TUTOR4

	Level of marker
	1
	2
	3
	4


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	5
	0.0166913
	23.4203
	0.0003

	Orthogonal Components
	5
	0.1310624
	11.628023
	0.0403


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Adj Pr > F

	
	
	
	
	
	
	G - G
	H - F

	marker
	3
	554.125000
	184.708333
	3.70
	0.0278
	0.0629
	0.0471

	Error(marker)
	21
	1048.375000
	49.922619
	
	
	
	


	Greenhouse-Geisser Epsilon
	0.5576

	Huynh-Feldt Epsilon
	0.7123


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no marker Effect
H = Type III SSCP Matrix for marker
E = Error SSCP Matrix

S=1    M=0.5    N=1.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.25933995
	4.76
	3
	5
	0.0629

	Pillai's Trace
	0.74066005
	4.76
	3
	5
	0.0629

	Hotelling-Lawley Trace
	2.85594281
	4.76
	3
	5
	0.0629

	Roy's Greatest Root
	2.85594281
	4.76
	3
	5
	0.0629


The first table tells us the four tutors who made up the independent variable marker – note that marker isn’t in the data set, but we need a name. The next part of the output contains information about Mauchly’s test. This test should be non-significant if we are to assume that the condition of sphericity has been met. The output shows Mauchly’s test for the tutor data, and the important column is the one containing the significance value (in the orthogonal components). The significance value (.043) is less than the critical value of .05, so we accept that the variances of the differences between levels are significantly different. In other words, the assumption of sphericity has been violated. Knowing that we have violated this assumption a pertinent question is: how should we proceed?

SAS produces two corrections based upon the estimates of sphericity advocated by Greenhouse and Geisser (1959) and Huynh and Feldt (1976), shown at the end of the output. Both of these estimates give rise to a correction factor that is applied to the degrees of freedom used to assess the observed F-ratio. The Greenhouse–Geisser correction varies between 1/(k–1), where k is the number of repeated measures conditions, and 1. The closer that [image: image89.wmf]e
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 is to 1.00, the more homogeneous the variances of differences, and hence the closer the data are to being spherical. In a situation in which there are four conditions (as with our data) the lower limit of [image: image90.wmf]e

ˆ

 will be 1/(4–1), or .33 (known as the lower-bound estimate of sphericity). The calculated value of [image: image91.wmf]e

ˆ

 in the output is .558. This is closer to the lower limit of .33 than it is to the upper limit of 1 and it therefore represents a substantial deviation from sphericity. We will see how these values are used in the next section.

The Main ANOVA

The next table in the output (that I’m showing) shows the results of the ANOVA for the within-subjects variable. This table can be read much the same as for one-way between-group ANOVA. There is a sum of squares for the repeated-measures effect of tutor, which tells us how much of the total variability is explained by the experimental effect. Note the value is 554.125, which is the model sum of squares (SSM) that we calculated in the previous task. There is also an error term, which is the amount of unexplained variation across the conditions of the repeated-measures variable. This is the residual sum of squares (SSR) that was calculated in the previous task and note that the same value, 1048.375, obtained. As I explained earlier, these sums of squares are converted into mean squares by dividing by the degrees of freedom. As we saw before, the df for the effect of tutor are simply k–1, where k is the number of levels of the independent variable. The error df are (n–1)(k–1), where n is the number of participants (or in this case, the number of essays) and k is as before. The F-ratio is obtained by dividing the mean squares for the experimental effect (184.708) by the error mean squares (49.923). As with between-group ANOVA, this test statistic represents the ratio of systematic variance to unsystematic variance. The value of F (184.71/49.92 = 3.70) is then compared against a critical value for 3 and 21 degrees of freedom. SAS displays the exact significance level for the F-ratio. The significance of F is .028, which is significant because it is less than the criterion value of .05. We can, therefore, conclude that there was a significant difference between the marks awarded by the four lecturers. However, this main test does not tell us which lecturers differed from each other in their marking.

Although this result seems very plausible, we have learnt that the violation of the sphericity assumption makes the F-test inaccurate. We know from Mauchly’s test that these data were non-spherical and so we need to make allowances for this violation. The SAS output shows the p-value when sphericity is assumed underneath the corrected p-values for the two different types of adjustment (Greenhouse–Geisser, Huynh–Feldt).  (It doesn’t show that these are calculated by adjusting the df based on the epsilon correction, but we knew that.)

For these data the corrections result in the observed F being non-significant when using the Greenhouse–Geisser correction (because p > .05). However, it was noted earlier that this correction is quite conservative, and so can miss effects that genuinely exist. It is, therefore, useful to consult the Huynh–Feldt-corrected F-statistic. Using this correction, the F-value is still significant because the probability value of .047 is just below the criterion value of .05. So, by this correction we would accept the hypothesis that the lecturers differed in their marking. However, we have also noted that this correction is quite liberal and so tends to accept values as significant when, in reality, they are not significant. This leaves us with the puzzling dilemma of whether or not to accept this F-statistic as significant. I mentioned earlier that Stevens (2002) recommends taking an average of the two estimates, and certainly when the two corrections give different results (as is the case here) this is wise advice. If the two corrections give rise to the same conclusion it makes little difference which you choose to report (although if you accept the F-statistic as significant it is best to report the conservative Greenhouse–Geisser estimate to avoid criticism!). Although it is easy to calculate the average of the two correction factors and to correct the degrees of freedom accordingly, it is not so easy to then calculate an exact probability for those degrees of freedom. Therefore, should you ever be faced with this perplexing situation (and to be honest that’s fairly unlikely) I recommend taking an average of the two significance values to give you a rough idea of which correction is giving the most accurate answer. In this case, the average of the two p-values is (.063 + .047)/2 = .055. Therefore, we should probably go with the Greenhouse–Geisser correction and conclude that the F-ratio is non-significant.

These data illustrate how important it is to use a valid critical value of F: it can mean the difference between a statistically significant result and a non-significant result. More importantly, it can mean the difference between making a Type I error and not. Had we not used the corrections for sphericity we would have concluded erroneously that the markers gave significantly different marks. However, I should quantify this statement by saying that this example also highlights how arbitrary it is that we use a .05 level of significance. These two corrections produce significance values only marginally less than or more than .05, and yet they lead to completely opposite conclusions! So, we might be well advised to look at an effect size to see whether the effect is substantive regardless of its significance.

We have also seen that a final option, when you have data that violate sphericity, is to use multivariate test statistics (MANOVA) because they do not make this assumption (see O’Brien & Kaiser, 1985). The repeated-measures procedure in SAS produces multivariate test statistics. The next output shows the multivariate test statistics for this example (I’ve changed the order of the output, SAS puts this part first). The column displaying the significance values clearly shows that the multivariate tests are non-significant (because p is .063, which is greater than the criterion value of .05). Bearing in mind the loss of power in these tests, this result supports the decision to accept the null hypothesis and conclude that there are no significant differences between the marks given by different lecturers. The interpretation of these results should stop now because the main effect is non-significant. However, we will look at the output for contrasts to illustrate how these tests are displayed in SAS.

Contrasts

To interpret these effects, we can use contrasts.  We didn’t put that into the first syntax, because this rapidly gets complicated, but let’s add it now:

PROC GLM DATA = dsusas.tutormarks ;

    MODEL tutor1 tutor2 tutor3 tutor4  = /NOUNI;

  
REPEATED marker CONTRAST(1)  / PRINTE SUMMARY;


REPEATED marker CONTRAST(2)  / PRINTE SUMMARY;


REPEATED marker CONTRAST(3)  / PRINTE SUMMARY;


REPEATED marker CONTRAST(4)  / PRINTE SUMMARY;

    RUN;
This gives a lot of additional output.  Take a deep breath, because here is just some of it.

marker_N represents the contrast between the nth level of marker and the 1st
	Contrast Variable: marker_2


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	171.1250000
	171.1250000
	18.18
	0.0037

	Error
	7
	65.8750000
	9.4107143
	
	


	Contrast Variable: marker_3


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	105.1250000
	105.1250000
	1.63
	0.2426

	Error
	7
	451.8750000
	64.5535714
	
	


Contrast Variable: marker_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	1058.000000
	1058.000000
	6.05
	0.0435

	Error
	7
	1224.000000
	174.857143
	
	


marker_N represents the contrast between the nth level of marker and the 2nd

Contrast Variable: marker_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	171.1250000
	171.1250000
	18.18
	0.0037

	Error
	7
	65.8750000
	9.4107143
	
	


Contrast Variable: marker_3

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	8.0000000
	8.0000000
	0.15
	0.7081

	Error
	7
	368.0000000
	52.5714286
	
	


Contrast Variable: marker_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	378.125000
	378.125000
	2.47
	0.1602

	Error
	7
	1072.875000
	153.267857
	
	


marker_N represents the contrast between the nth level of marker and the 3rd

Contrast Variable: marker_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	105.1250000
	105.1250000
	1.63
	0.2426

	Error
	7
	451.8750000
	64.5535714
	
	


Contrast Variable: marker_2

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	8.0000000
	8.0000000
	0.15
	0.7081

	Error
	7
	368.0000000
	52.5714286
	
	


Contrast Variable: marker_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	496.125000
	496.125000
	3.44
	0.1062

	Error
	7
	1010.875000
	144.410714
	
	


marker_N represents the contrast between the nth level of marker and the 4th

Contrast Variable: marker_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	1058.000000
	1058.000000
	6.05
	0.0435

	Error
	7
	1224.000000
	174.857143
	
	


Contrast Variable: marker_2

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	378.125000
	378.125000
	2.47
	0.1602

	Error
	7
	1072.875000
	153.267857
	
	


Contrast Variable: marker_3

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	496.125000
	496.125000
	3.44
	0.1062

	Error
	7
	1010.875000
	144.410714
	
	


 Each contrast is listed in turn, and as with between-group contrasts, an F-test is performed that compares the two chunks of variation. However, the significant contrast should be ignored because of the non-significant main effect (remember that the data did not obey sphericity). The important point to note is that the sphericity in our data has led to some important issues being raised about correction factors, and about applying discretion to your data (it’s comforting to know that the computer does not have all of the answers, but it’s slightly alarming to realize that this means we have to actually know some of the answers ourselves). In this example we would have to conclude that no significant differences existed between the marks given by different lecturers. However, the ambiguity of our data might make us consider running a similar study with a greater number of essays being marked.

Effect Sizes for Repeated-Measures ANOVA 

In repeated-measures ANOVA, the equation for 2 is (hang onto your hats):

	
[image: image92.wmf]MR

2

BGR

RMR

1

(MSMS)

MSMS

1

MS(MSMS)

k

nk

k

knk

w

-

éù

-

êú

ëû

=

-

-

éù

++-

êú

ëû




SAS doesn’t give us SSW in the output, but we know that this is made up of SSM and SSR, which we are given. By substituting these terms, and rearranging the equation, we get:
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The next problem is that SAS, which is clearly trying to hinder us at every step, doesn’t give us SST and I’m afraid (unless I’ve missed something in the output) you’re just going to have to calculate it by hand. From the values we calculated earlier, you should get:
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The next step is to convert this to a mean squares by dividing by the degrees of freedom, which in this case are the number of people in the experiment minus 1 (n – 1):
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Having done all this, and probably died of boredom in the process, we must now resurrect ourselves with renewed vigour for the effect size equation, which becomes:
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So, we get 2 = .24. If you calculate it the same way as for the independent ANOVA you should get a slightly bigger answer (.25 in fact).

I’ve mentioned at various other points that it’s actually more useful to have effect size measures for focused comparisons anyway (rather than the main ANOVA), and so a slightly easier approach to calculating effect sizes is to calculate them for the contrasts we did. For these we can use the equation that we’ve seen before to convert the F-values (because they all have 1 degree of freedom for the model) to r:
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For the three comparisons we did, we would get:
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Therefore, the differences between Field and Smith and between Scrote and Death were both large effects, but the differences between Smith and Scrote were small.

Reporting One-Way Repeated-Measures ANOVA 

We could report the main finding as follows:

· The results show that the mark of an essay was not significantly affected by the lecturer who marked it, F(1.67, 11.71) = 3.70, p > .05.

If you choose to report the sphericity test as well, you should report the chi-square approximation, its degrees of freedom and the significance value. It’s also nice to report the degree of sphericity by reporting the epsilon value. We’ll also report the effect size in this improved version: 

· Mauchly’s test indicated that the assumption of sphericity had been violated (χ2(5) = 11.63, p < .05), therefore degrees of freedom were corrected using Greenhouse–Geisser estimates of sphericity (ε = .56). The results show that the mark of an essay was not significantly affected by the lecturer who marked it, F(1.67, 11.71) = 3.70, p > .05, ω2 = .24.

Remember that because the main ANOVA was not significant we shouldn’t report any further analysis.

Task 3

· Imagine I wanted to look at the effect alcohol has on the roving eye. The ‘roving eye’ effect is the propensity of people in relationships to ‘eye up’ members of the opposite sex. I took 20 men and fitted them with incredibly sophisticated glasses that could track their eye movements and record both the movement and the object being observed (this is the point at which it should be apparent that I’m making it up as I go along). Over four different nights I plied these poor souls with 1, 2, 3 or 4 pints of strong lager in a night-club. Each night I measured how many different women they eyed up (a women was categorized as having been eyed up if the man’s eye moved from her head to toe and back up again). To validate this measure we also collected the amount of dribble on the man’s chin while looking at a woman. The data are in the file RovingEye.sas7bdat. Analyse them with a one-way ANOVA.  

SAS Syntax

Because we are more used to this, we’ll do it in one step.

PROC GLM DATA = dsusas.RovingEye ;

MODEL pint1 pint2 pint3 pint4  = /NOUNI EFFECTSIZE;

  
REPEATED pints CONTRAST(1)  / PRINTE SUMMARY;


REPEATED pints CONTRAST(2)  / PRINTE SUMMARY;


REPEATED pints CONTRAST(3)  / PRINTE SUMMARY;


REPEATED pints CONTRAST(4)  / PRINTE SUMMARY;

    RUN;
SAS Output

	Repeated Measures Level Information

	Dependent Variable
	PINT1
	PINT2
	PINT3
	PINT4

	Level of pints
	1
	2
	3
	4


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	5
	0.2646226
	23.56082
	0.0003

	Orthogonal Components
	5
	0.4769123
	13.121934
	0.0223


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no pints Effect
H = Type III SSCP Matrix for pints
E = Error SSCP Matrix

S=1    M=0.5    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.65368027
	3.00
	3
	17
	0.0595

	Pillai's Trace
	0.34631973
	3.00
	3
	17
	0.0595

	Hotelling-Lawley Trace
	0.52979987
	3.00
	3
	17
	0.0595

	Roy's Greatest Root
	0.52979987
	3.00
	3
	17
	0.0595


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Adj Pr > F

	
	
	
	
	
	
	G - G
	H - F

	pints
	3
	225.1000000
	75.0333333
	4.73
	0.0051
	0.0114
	0.0082

	Error(pints)
	57
	904.4000000
	15.8666667
	
	
	
	


	Greenhouse-Geisser Epsilon
	0.7451

	Huynh-Feldt Epsilon
	0.8491


pints_N represents the contrast between the nth level of pints and the 1st

Contrast Variable: pints_2

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	0.0500000
	0.0500000
	0.00
	0.9469

	Error
	19
	208.9500000
	10.9973684
	
	


Contrast Variable: pints_3

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	238.0500000
	238.0500000
	6.15
	0.0226

	Error
	19
	734.9500000
	38.6815789
	
	


Contrast Variable: pints_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	204.8000000
	204.8000000
	4.84
	0.0403

	Error
	19
	803.2000000
	42.2736842
	
	


pints_N represents the contrast between the nth level of pints and the 2nd

Contrast Variable: pints_1
	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	0.0500000
	0.0500000
	0.00
	0.9469

	Error
	19
	208.9500000
	10.9973684
	
	


Contrast Variable: pints_3

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	245.0000000
	245.0000000
	9.44
	0.0063

	Error
	19
	493.0000000
	25.9473684
	
	


Contrast Variable: pints_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	211.2500000
	211.2500000
	5.24
	0.0337

	Error
	19
	765.7500000
	40.3026316
	
	


pints_N represents the contrast between the nth level of pints and the 3rd
Contrast Variable: pints_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	238.0500000
	238.0500000
	6.15
	0.0226

	Error
	19
	734.9500000
	38.6815789
	
	


Contrast Variable: pints_2

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	245.0000000
	245.0000000
	9.44
	0.0063

	Error
	19
	493.0000000
	25.9473684
	
	


Contrast Variable: pints_4

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	1.2500000
	1.2500000
	0.04
	0.8459

	Error
	19
	611.7500000
	32.1973684
	
	


pints_N represents the contrast between the nth level of pints and the 4th

Contrast Variable: pints_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	204.8000000
	204.8000000
	4.84
	0.0403

	Error
	19
	803.2000000
	42.2736842
	
	


Contrast Variable: pints_2

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	211.2500000
	211.2500000
	5.24
	0.0337

	Error
	19
	765.7500000
	40.3026316
	
	


Contrast Variable: pints_3

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	1.2500000
	1.2500000
	0.04
	0.8459

	Error
	19
	611.7500000
	32.1973684
	
	


Aftr the description of the variables, the first part of the output contains Mauchly’s test, and we hope to find that it’s non-significant if we are to assume that the condition of sphericity has been met. However, the significance value (.022) is less than the critical value of .05, so it appears that the assumption of sphericity has been violated. 

Skip the multivariate tests table, and look at the next one.  This output shows the main result of the ANOVA. The significance of F is .005, which is significant because it is less than the criterion value of .05. We can, therefore, conclude that alcohol had a significant effect on the average number of women that were eyed up. However, this main test does not tell us which quantities of alcohol made a difference to the number of women eyed up.

This result is all very nice but we haven’t yet done anything about our violation of the sphericity assumption. This table contains several two additional columns giving the corrected values of the p-value for the two different types of adjustment (Greenhouse–Geisser, Huynh–Feldt). First we decide which correction to apply, and to do this we need to look at the estimates of sphericity: if the Greenhouse–Geisser and Huynh–Feldt estimates are less than .75 we should use Greenhouse–Geisser, and if they are above .75 we use Huynh–Feldt. We discovered in the book that based on these criteria we should use Huynh–Feldt here. Using this corrected value we still find a significant result because the observed p (.008) is still less than the criterion of .05. 

The main effect of alcohol doesn’t tell us anything about which doses of alcohol produced different results than other doses. So, we might examine some contrasts as well. The next 12 (!) tables contain these tests  For each contrast, we look at the column labelled Pr > F  and look for values less than .05. By looking at the significance values we can see that 1 pint is significantly different from 3 and 4 pints, and 2 pints is also significantly different from 3 and 4 pints. 

Interpreting and Writing the Results
We could report the main finding as follows: 

· Mauchly’s test indicated that the assumption of sphericity had been violated (χ2(5) = 13.12, p < .05), therefore degrees of freedom were corrected using Huynh–Feldt estimates of sphericity (ε = .85). The results show that the number of women eyed up was significantly affected by the amount of alcohol drunk, F(2.55, 48.40) = 4.73, p < .05). Bonferroni post hoc tests revealed a significant difference in the number of women eyed up only between 2 and 3 pints (p < .05). No other comparisons were significant (all ps > .05).
Task 4

· In the previous chapter we came across the beer-goggles effect, a severe perceptual distortion after imbibing vast quantities of alcohol. The specific visual distortion is that previously unattractive people suddenly become the hottest thing since Spicy Gonzalez’ extra hot Tabasco-marinated chillies. In short, one minute you’re standing in a zoo admiring the orang-utans, and the next you’re wondering why someone would put Angela Gossow in a cage. Anyway, in that chapter, a blatantly fabricated data set demonstrated that the beer-goggles effect was much stronger for men than women, and took effect only after 2 pints. Imagine we wanted to follow this finding up to look at what factors moderate the beer-goggles effect. Specifically, we thought that the beer-goggles effect might be made worse by the fact that it usually occurs in clubs which have dim lighting. We took a sample of 26 men (because the effect is stronger in men) and gave them various doses of alcohol over four different weeks (0 pints, 2 pints, 4 pints and 6 pints of lager). This is our first independent variable, which we’ll call alcohol consumption, and it has four levels. Each week (and, therefore, in each state of drunkenness) participants were asked to select a mate in a normal club (that had dim lighting) and then select a second mate in a specially designed club that had bright lighting. As such, the second independent variable was whether the club had dim or bright lighting. The outcome measure was the attractiveness of each mate as assessed by a panel of independent judges. To recap, all participants took part in all levels of the alcohol consumption variable, and selected mates in both brightly and dimly lit clubs. The data are in the file BeerGogglesLighting.sas7bdat. Analyse them with a two-way repeated-measures ANOVA.

SAS Syntax

First, we’ll use PROC MEANS to get the means of the variables, then we’ll run the analysis.

SAS Syntax

PROC MEANS DATA= dsusas.BeerGogglesLighting
;


VAR dim0--bright6 ;


RUN;

PROC GLM DATA = dsusas.BeerGogglesLighting ;

    MODEL dim0--bright6  = /NOUNI ;

  
REPEATED beer 4, lights 2 CONTRAST(1) ;


REPEATED beer 4, lights 2 CONTRAST(3) ;


RUN;
SAS Output

	Variable
	Label
	N
	Mean
	Std Dev
	Minimum
	Maximum

	DIM0
BRIGHT0
DIM2
BRIGHT2
DIM4
BRIGHT4
DIM6
BRIGHT6
	0 Pints (Dim Lighting)
0 Pints (Bright Lighting)
2 Pints (Dim Lighting)
2 Pints (Bright Lighting)
4 Pints (Dim Lighting)
4 Pints (Bright Lighting)
6 Pints (Dim Lighting)
6 Pints (Bright Lighting)
	26
26
26
26
26
26
26
26
	65.0000000
61.5769231
65.4615385
60.6538462
37.2307692
50.7692308
21.3076923
40.7692308
	10.3072790
9.7043210
8.7600492
10.6506049
10.8639134
10.3433368
10.6724664
10.7751852
	48.0000000
37.0000000
43.0000000
32.0000000
14.0000000
34.0000000
5.0000000
22.0000000
	83.0000000
78.0000000
81.0000000
78.0000000
59.0000000
74.0000000
43.0000000
65.0000000


This shows the means for all conditions in a table. 

	Repeated Measures Level Information

	Dependent Variable
	DIM0
	BRIGHT0
	DIM2
	BRIGHT2
	DIM4
	BRIGHT4
	DIM6
	BRIGHT6

	Level of beer
	1
	1
	2
	2
	3
	3
	4
	4

	Level of lights
	1
	2
	1
	2
	1
	2
	1
	2


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	5
	0.4822513
	17.300377
	0.0040

	Orthogonal Components
	5
	0.8202794
	4.6996166
	0.4536


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no beer Effect
H = Type III SSCP Matrix for beer
E = Error SSCP Matrix

S=1    M=0.5    N=10.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.05701432
	126.80
	3
	23
	<.0001

	Pillai's Trace
	0.94298568
	126.80
	3
	23
	<.0001

	Hotelling-Lawley Trace
	16.53945309
	126.80
	3
	23
	<.0001

	Roy's Greatest Root
	16.53945309
	126.80
	3
	23
	<.0001


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no lights Effect
H = Type III SSCP Matrix for lights
E = Error SSCP Matrix

S=1    M=-0.5    N=11.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.51630224
	23.42
	1
	25
	<.0001

	Pillai's Trace
	0.48369776
	23.42
	1
	25
	<.0001

	Hotelling-Lawley Trace
	0.93685000
	23.42
	1
	25
	<.0001

	Roy's Greatest Root
	0.93685000
	23.42
	1
	25
	<.0001


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	5
	0.5461514
	14.3486
	0.0135

	Orthogonal Components
	5
	0.8978273
	2.5567234
	0.7679


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no beer*lights Effect
H = Type III SSCP Matrix for beer*lights
E = Error SSCP Matrix

S=1    M=0.5    N=10.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.20625377
	29.50
	3
	23
	<.0001

	Pillai's Trace
	0.79374623
	29.50
	3
	23
	<.0001

	Hotelling-Lawley Trace
	3.84839614
	29.50
	3
	23
	<.0001

	Roy's Greatest Root
	3.84839614
	29.50
	3
	23
	<.0001


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F
	Adj Pr > F

	
	
	
	
	
	
	G - G
	H - F

	beer
	3
	38591.65385
	12863.88462
	104.39
	<.0001
	<.0001
	<.0001

	Error(beer)
	75
	9242.59615
	123.23462
	
	
	
	


	Greenhouse-Geisser Epsilon
	0.8729

	Huynh-Feldt Epsilon
	0.9843


	Source
	DF
	Type I  SS
	Mean Square
	F Value
	Pr > F

	lights
	1
	1993.923077
	1993.923077
	23.42
	<.0001

	Error(lights)
	25
	2128.326923
	85.133077
	
	


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	lights
	1
	1993.923077
	1993.923077
	23.42
	<.0001

	Error(lights)
	25
	2128.326923
	85.133077
	
	


	Greenhouse-Geisser Epsilon
	0.9364

	Huynh-Feldt Epsilon
	1.0671


The first set of tables relate to alcohol.  The main effect of alcohol consumption is shown by the F-ratio in the row labelled ‘beer’. F is 104.39 and the p-value associated with this F-ratio is reported as <.0001, which is well below the critical value of .05. We can conclude that there was a significant main effect of the amount of alcohol consumed on the attractiveness of the mate selected. When you ignore the lighting in the club, the attractiveness of mates is similar after no alcohol and 2 pints of lager but starts to rapidly decline at 4 pints and continues to decline after 6 pints. 

The lighting variable had only two levels (dim and bright) and so the assumption of sphericity doesn’t apply and SAS doesn’t produce a table. However, for the effects of alcohol consumption and the interaction of alcohol consumption and lighting, we do have to look at Mauchly’s test. The significance value is above .05  and so we know that the assumption of sphericity has been met.

The main effect of lighting is shown by the F-ratio in the row labeled ‘lights’. F is 23.42 and the significance of this value is <.0001, which is well below the usual cut-off point of .05. We can conclude that average attractiveness ratings were significantly affected by whether mates were selected in a dim or well-lit club. We can easily interpret this result further because there were only two levels: attractiveness ratings were higher in the well-lit clubs, so we could conclude that when we ignore how much alcohol was consumed, the mates selected in well-lit clubs were significantly more attractive than those chosen in dim clubs.  

We can report the effects from this analysis as follows:

· The results show that the attractiveness of the mates selected was significantly lower when the lighting in the club was dim compared to when the lighting was bright, F(1, 25) = 23.42, p < .001.
· The main effect of alcohol on the attractiveness of mates selected was significant, F(3, 75) = 104.39, p < .001. This indicated that when the lighting in the club was ignored, the attractiveness of the mates selected differed according to how much alcohol was drunk before the selection was made. To sum up, the beer-goggles effect seems to take effect after 2 pints have been consumed and has an increasing impact until 6 pints are consumed. 
Note: The types of contrast and follow-up test that are available in PROC GLM for repeated measures are very limited.  We suggest using PROC MIXED (Chapter 19) instead when you have a complex design that you want to explore. 

Chapter 14

Task 1

· I am going to extend the example from the previous chapter (advertising and different imagery) by adding a between-group variable into the design.
 To recap, in case you haven’t read the previous chapter, participants viewed a total of nine mock adverts over three sessions. In these adverts there were three products (a brand of beer, Brain Death, a brand of wine, Dangleberry, and a brand of water, Puritan). These could be presented alongside positive, negative or neutral imagery. Over the three sessions and nine adverts, each type of product was paired with each type of imagery (read the previous chapter if you need more detail). After each advert participants rated the drinks on a scale ranging from –100 (dislike very much) through 0 (neutral) to 100 (like very much). The design, thus far, has two independent variables: the type of drink (beer, wine or water) and the type of imagery used (positive, negative or neutral). These two variables completely cross over, producing nine experimental conditions. Now imagine that I also took note of each person’s gender. Subsequent to the previous analysis it occurred to me that men and women might respond differently to the products (because, in keeping with stereotypes, men might mostly drink lager whereas women might drink wine). Therefore, I wanted to reanalyse the data taking this additional variable into account. Now, gender is a between-group variable because a participant can be only male or female: they cannot participate as a male and then change into a female and participate again! The data are the same as in the previous chapter (Table 13.3) and can be found in the file MixedAttitude.sas7bdat. Run a mixed ANOVA on these data. [image: image99.png]



SAS Syntax

We’ll use PROC MEANS to produce the means first, before we run the ANOVA.

PROC MEANS DATA= dsusas.mixedattitude;


CLASS gender ;


VAR beerpos -- waterneu;


RUN;

PROC GLM DATA=dsusas.mixedattitude;

      MODEL beerpos -- waterneu = gender/NOUNI;

      REPEATED drink 3, imagery 3 /PRINTE SUMMARY; 

      RUN;
SAS Output

	Repeated Measures Level Information

	Dependent Variable
	BEERPOS
	BEERNEG
	BEERNEUT
	WINEPOS
	WINENEG
	WINENEUT
	WATERPOS

	Level of drink
	1
	1
	1
	2
	2
	2
	3

	Level of imagery
	1
	2
	3
	1
	2
	3
	1


	Repeated Measures Level Information

	Dependent Variable
	WATERNEG
	WATERNEU

	Level of drink
	3
	3

	Level of imagery
	2
	3


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	2
	0.4747841
	12.663218
	0.0018

	Orthogonal Components
	2
	0.5723497
	9.4860869
	0.0087


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no drink Effect
H = Type III SSCP Matrix for drink
E = Error SSCP Matrix

S=1    M=0    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.30742832
	19.15
	2
	17
	<.0001

	Pillai's Trace
	0.69257168
	19.15
	2
	17
	<.0001

	Hotelling-Lawley Trace
	2.25279079
	19.15
	2
	17
	<.0001

	Roy's Greatest Root
	2.25279079
	19.15
	2
	17
	<.0001


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no drink*GENDER Effect
H = Type III SSCP Matrix for drink*GENDER
E = Error SSCP Matrix

S=1    M=0    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.36560257
	14.75
	2
	17
	0.0002

	Pillai's Trace
	0.63439743
	14.75
	2
	17
	0.0002

	Hotelling-Lawley Trace
	1.73521055
	14.75
	2
	17
	0.0002

	Roy's Greatest Root
	1.73521055
	14.75
	2
	17
	0.0002


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	2
	0.6093048
	8.4224239
	0.0148

	Orthogonal Components
	2
	0.9646213
	0.6123356
	0.7363


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no imagery Effect
H = Type III SSCP Matrix for imagery
E = Error SSCP Matrix

S=1    M=0    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.58829244
	5.95
	2
	17
	0.0110

	Pillai's Trace
	0.41170756
	5.95
	2
	17
	0.0110

	Hotelling-Lawley Trace
	0.69983488
	5.95
	2
	17
	0.0110

	Roy's Greatest Root
	0.69983488
	5.95
	2
	17
	0.0110


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no imagery*GENDER Effect
H = Type III SSCP Matrix for imagery*GENDER
E = Error SSCP Matrix

S=1    M=0    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.23778057
	27.25
	2
	17
	<.0001

	Pillai's Trace
	0.76221943
	27.25
	2
	17
	<.0001

	Hotelling-Lawley Trace
	3.20555814
	27.25
	2
	17
	<.0001

	Roy's Greatest Root
	3.20555814
	27.25
	2
	17
	<.0001


	Sphericity Tests

	Variables
	DF
	Mauchly's Criterion
	Chi-Square
	Pr > ChiSq

	Transformed Variates
	9
	0.1988085
	26.519703
	0.0017

	Orthogonal Components
	9
	0.6085813
	8.1529235
	0.5188


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no drink*imagery Effect
H = Type III SSCP Matrix for drink*imagery
E = Error SSCP Matrix

S=1    M=1    N=6.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.29702143
	8.88
	4
	15
	0.0007

	Pillai's Trace
	0.70297857
	8.88
	4
	15
	0.0007

	Hotelling-Lawley Trace
	2.36676046
	8.88
	4
	15
	0.0007

	Roy's Greatest Root
	2.36676046
	8.88
	4
	15
	0.0007


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GENDER
	1
	523.605556
	523.605556
	6.75
	0.0182

	Error
	18
	1396.500000
	77.583333
	
	


The results of Mauchly’s sphericity test are different from the example in Chapter 13, because the between-group factor is now being accounted for by the test. The main effect of drink still significantly violates the sphericity assumption (W = 0.572, p < .01) but the main effect of imagery no longer does. Therefore, the F-value for the main effect of drink (and its interaction with the between-group variable gender) needs to be corrected for this violation.

The table format is the same as for the previous example, except that the interactions between gender and the repeated-measures effects are included also. We would expect to still find the effects that were previously present (in a balanced design, the inclusion of an extra variable should not affect these effects). By looking at the significance values it is clear that this prediction is true: there are still significant effects of the type of drink used, the type of imagery used, and the interaction of these two variables.

In addition to the effects already described, we find that gender interacts significantly with the type of drink used (so, men and women respond differently to beer, wine and water regardless of the context of the advert). There is also a significant interaction of gender and imagery (men and women respond differently to positive, negative and neutral imagery regardless of the drink being advertised). Finally, the three-way interaction between gender, imagery and drink is significant, indicating that the way in which imagery affects responses to different types of drinks depends on whether the subject is male or female. The effects of the repeated-measures variables have been outlined in Chapter 13 and the pattern of these responses will not have changed, so rather than repeat myself, I will concentrate on the new effects and the forgetful reader should look back at Chapter 13!

The main effect of gender is listed separately from the repeated-measures effects in a table labelled Tests of Hypotheses for Between Subjects Effects. 

We can report that there was a significant main effect of gender (F(1, 18) = 6.75, p < .05). This effect tells us that if we ignore all other variables, male subjects’ ratings were significantly different from those of females.

The Interaction between Gender and Drink

Gender interacted in some way with the type of drink used as a stimulus. Remembering that the effect of drink violated sphericity, we must report Greenhouse–Geisser-corrected values for this interaction with the between-group factor. From the summary table we should report that there was a significant interaction between the type of drink used and the gender of the subject (F(1.40, 25.22) = 25.57, p < .001). This effect tells us that the type of drink being advertised had a different effect on men and women. 
The Interaction between Gender and Imagery

Gender interacted in some way with the type of imagery used as a stimulus. The effect of imagery did not violate sphericity, so we can report the uncorrected F-value. From the summary table we should report that there was a significant interaction between the type of imagery used and the gender of the subject (F(2, 36) = 26.55, p < .001). This effect tells us that the type of imagery used in the advert had a different effect on men and women. 

The Interaction between Drink and Imagery

The interpretation of this interaction is the same as for the two-way ANOVA (see Chapter 13). You may remember that the interaction reflected the fact that negative imagery has a different effect than both positive and neutral imagery (because it decreased ratings rather than increasing them). 

The Interaction between Gender, Drink and Imagery

The three-way interaction tells us whether the drink by imagery interaction is the same for men and women (i.e. whether the combined effect of the type of drink and the imagery used is the same for male subjects as for female subjects). We can conclude that there is a significant three-way drink ( imagery ( gender interaction (F(4, 72) = 3.70, p < .01).

Contrasts for Repeated-Measures Variables

We requested simple contrasts for the drink variable (for which water was used as the control category) and for the imagery category (for which neutral imagery was used as the control category). The table is the same as for the previous example except that the added effects of gender and its interaction with other variables are now included. So, for the main effect of drink, the first contrast compares level 1 (beer) against the base category (in this case, the last category: water). This result is significant (F(1, 18) = 15.37, p < .01. The next contrast compares level 2 (wine) with the base category (water) and confirms the significant difference found when gender was not included as a variable in the analysis (F(1, 18) = 19.92, p < .001). For the imagery main effect, the first contrast compares level 1 (positive) to the base category (neutral) and verifies the significant effect found by the post hoc tests (F(1, 18) = 134.87, p < .001). The second contrast confirms the significant difference found for the negative imagery condition compared to the neutral (F(1, 18) = 129.18, p < .001). No contrast was specified for gender. 

Task 2

· Text messaging is very popular among mobile phone owners, to the point that books have been published on how to write in text speak (BTW, hope u kno wat I mean by txt spk). One concern is that children may use this form of communication so much that it will hinder their ability to learn correct written English. One concerned researcher conducted an experiment in which one group of children was encouraged to send text messages on their mobile phones over a six-month period. A second group was forbidden from sending text messages for the same period. To ensure that kids in this latter group didn’t use their phones, this group was given armbands that administered painful shocks in the presence of microwaves (like those emitted from phones). There were 50 different participants: 25 were encouraged to send text messages and 25 were forbidden. The outcome was a score on a grammatical test (as a percentage) that was measured both before and after the experiment. The first independent variable was, therefore, text message use (text messagers versus controls) and the second independent variable was the time at which grammatical ability was assessed (before or after the experiment). The data are in the file TextMessages.sas7bdat. [image: image100.png]



SAS Syntax

We’ll start by examining the means using PROC MEANS, and then run a repeated-measures ANOVA using PROC GLM.

PROC MEANS DATA= dsusas.TextMessages;


CLASS group ;


VAR time1 time2;


RUN;

PROC GLM DATA=dsusas.TextMessages;


CLASS group;


MODEL time1 time2 = group/NOUNI;


REPEATED time  /PRINTE SUMMARY; 


MEANS group / HOVTEST;


RUN;
SAS Output

	Group
	N Obs
	Variable
	Label
	N
	Mean
	Std Dev
	Minimum
	Maximum

	1
	25
	TIME1
TIME2
	Grammar at time 1
Grammar at time 2
	25
25
	64.8400000
52.9600000
	10.6797316
16.3311563
	47.0000000
9.0000000
	85.0000000
78.0000000

	2
	25
	TIME1
TIME2
	Grammar at time 1
Grammar at time 2
	25
25
	65.6000000
61.8400000
	10.8358971
9.4104552
	46.0000000
46.0000000
	89.0000000
79.0000000


	Repeated Measures Level Information

	Dependent Variable
	TIME1
	TIME2

	Level of time
	1
	2


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no time Effect
H = Type III SSCP Matrix for time
E = Error SSCP Matrix

S=1    M=-0.5    N=23

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.82601434
	10.11
	1
	48
	0.0026

	Pillai's Trace
	0.17398566
	10.11
	1
	48
	0.0026

	Hotelling-Lawley Trace
	0.21063274
	10.11
	1
	48
	0.0026

	Roy's Greatest Root
	0.21063274
	10.11
	1
	48
	0.0026


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no time*GROUP Effect
H = Type III SSCP Matrix for time*GROUP
E = Error SSCP Matrix

S=1    M=-0.5    N=23

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.92013280
	4.17
	1
	48
	0.0468

	Pillai's Trace
	0.07986720
	4.17
	1
	48
	0.0468

	Hotelling-Lawley Trace
	0.08679965
	4.17
	1
	48
	0.0468

	Roy's Greatest Root
	0.08679965
	4.17
	1
	48
	0.0468


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	580.810000
	580.810000
	2.99
	0.0904

	Error
	48
	9334.080000
	194.460000
	
	


Univariate Tests of Hypotheses for Within Subject Effects

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	time
	1
	1000.000000
	1000.000000
	10.11
	0.0026

	time*GROUP
	1
	412.090000
	412.090000
	4.17
	0.0468

	Error(time)
	48
	4747.600000
	98.908333
	
	


Contrast Variable: time_1

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	Mean
	1
	2000.000000
	2000.000000
	10.11
	0.0026

	GROUP
	1
	824.180000
	824.180000
	4.17
	0.0468

	Error
	48
	9495.200000
	197.816667
	
	


	Levene's Test for Homogeneity of TIME1 Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	130.1
	130.1
	0.01
	0.9289

	Error
	48
	776072
	16168.2
	
	


	Levene's Test for Homogeneity of TIME2 Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	365615
	365615
	3.25
	0.0776

	Error
	48
	5395187
	112400
	
	


	Level of
GROUP
	N
	TIME1
	TIME2

	
	
	Mean
	Std Dev
	Mean
	Std Dev

	1
	25
	64.8400000
	10.6797316
	52.9600000
	16.3311563

	2
	25
	65.6000000
	10.8358971
	61.8400000
	9.4104552


We know that when we use repeated measures we have to check the assumption of sphericity. We also know that for independent designs we need to check the homogeneity of variance assumption. If the design is a mixed design then we have both repeated and independent measures, so we have to check both assumptions. In this case, we have only two levels of the repeated measure so the assumption of sphericity does not apply. Levene’s test produces a different test for each level of the repeated-measures variable. In mixed designs, the homogeneity assumption has to hold for every level of the repeated-measures variable. At both levels of time, Levene’s test is non-significant (p = .93 before the experiment and p = .078 after the experiment). This means the assumption has not been broken at all (but it was quite close to being a problem after the experiment). 

Looking now at the ANOVA summary tables, as for any two-way ANOVA, we still have three effects to find: two main effects (one for each independent variable) and one interaction term. The main effect of time is significant (F = 15.5, p < .001) so we can conclude that grammar scores were significantly affected by the time at which they were measured. The exact nature of this effect is easily determined because there were only two points in time (and so this main effect is comparing only two means). The table of means shows that grammar scores were higher before the experiment than after. So, before the experimental manipulation scores were higher than after, meaning that the manipulation had the net effect of significantly reducing grammar scores. This main effect seems rather interesting until you consider that these means include both text messagers and controls. There are three possible reasons for the drop in grammar scores: (1) the text messagers got worse and are dragging down the mean after the experiment; (2) the controls somehow got worse; or (3) the whole group just got worse and it had nothing to do with whether the children text messaged or not. Until we examine the interaction, we won’t see which of these is true.

The main effect of group is shown by the F-ratio in the second table above. The probability associated with this F-ratio is .090, which is just above the critical value of .05. Therefore, we must conclude that there was no significant main effect on grammar scores of whether children text-messaged or not. Again, this effect seems interesting enough, and mobile phone companies might certainly choose to cite it as evidence that text messaging does not affect your grammar ability. However, remember that this main effect ignores the time at which grammar ability is measured. It just means that if we took the average grammar score for text messagers (that’s including their score both before and after they started using their phone), and compared this to the mean of the controls (again including scores before and after) then these means would not be significantly different. 

Main effects are not always that interesting and should certainly be viewed in the context of any interaction effects. The interaction effect in this example is shown by the F-ratio in the row labelled ‘time*group’, and because the probability of obtaining a value this big by chance is .047, which is just less than the criterion of .05, we can say that there is a significant interaction between the time at which grammar was measured and whether or not children were allowed to send text messages within that time. The mean ratings in all conditions help us to interpret this effect. The significant interaction tells us that the change in grammar scores was significantly different in text messagers compared to controls. Looking at the interaction graph, we can see that although grammar scores fell in controls, the drop was much more marked in the text messagers; so, text messaging does seem to ruin your ability at grammar compared to controls.
 

Writing the Result

We can report the three effects from this analysis as follows:

· The results show that the grammar ratings at the end of the experiment were significantly lower than those at the beginning of the experiment, F(1, 48) = 15.46, p < .001, r = .61.

· The main effect of group on the grammar scores was non-significant, F(1, 48) = 2.99, ns, r = .27. This indicated that when the time at which grammar was measured is ignored, the grammar ability in the text message group was not significantly different from that of controls.

· The time ( group interaction was significant, F(1, 48) = 4.17, p < .05, r = .34, indicating that the change in grammar ability in the text message group was significantly different from the change in the control groups. These findings indicate that although there was a natural decay of grammatical ability over time (as shown by the controls) there was a much stronger effect when participants were encouraged to use text messages. This shows that using text messages accelerates the inevitable decline in grammatical ability. 

Task 3

· A researcher was interested in the effects on people’s mental health of participating in Big Brother (see Chapter 1 if you don’t know what Big Brother is). The researcher hypothesized that that they start off with personality disorders that are exacerbated by being forced to live with people as attention-seeking as themselves. To test this hypothesis, she gave eight contestants a questionnaire measuring personality disorders before they entered the house, and again when they left the house. A second group of eight people acted as a waiting list control. These were people short-listed to go into the house, but who never actually made it. They too were given the questionnaire at the same points in time as the contestants. The data are in BigBrother.sas7bdat. Conduct a mixed ANOVA on the data.

SAS Syntax

The syntax is very similar to the previous example.
PROC MEANS DATA= dsusas.BigBrother;


CLASS bb ;


VAR bb time2;


RUN;

PROC GLM DATA=dsusas.BigBrother;


CLASS bb;


MODEL time1 time2 = bb/NOUNI;


REPEATED time  /PRINTE SUMMARY; 


MEANS bb / HOVTEST;


RUN;
SAS output

	Big Brother Contestant or Not?
	N Obs
	Variable
	Label
	N
	Mean
	Std Dev
	Minimum
	Maximum

	No Treatment Control
	8
	TIME1
TIME2
	Borderline Personality Disorder Before Entering the House (%)
Borderline Personality Disorder After Leaving the House (%)
	8
8
	65.5000000
57.2500000
	10.2120377
12.8702314
	49.0000000
47.0000000
	84.0000000
82.0000000

	Big Brother Contestant
	8
	TIME1
TIME2
	Borderline Personality Disorder Before Entering the House (%)
Borderline Personality Disorder After Leaving the House (%)
	8
8
	62.6250000
73.0000000
	18.9505937
23.5978207
	35.0000000
41.0000000
	92.0000000
107.0000000


	Repeated Measures Level Information

	Dependent Variable
	TIME1
	TIME2

	Level of time
	1
	2


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no time Effect
H = Type III SSCP Matrix for time
E = Error SSCP Matrix

S=1    M=-0.5    N=6

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.99339685
	0.09
	1
	14
	0.7648

	Pillai's Trace
	0.00660315
	0.09
	1
	14
	0.7648

	Hotelling-Lawley Trace
	0.00664704
	0.09
	1
	14
	0.7648

	Roy's Greatest Root
	0.00664704
	0.09
	1
	14
	0.7648


	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no time*BB Effect
H = Type III SSCP Matrix for time*BB
E = Error SSCP Matrix

S=1    M=-0.5    N=6

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.66197719
	7.15
	1
	14
	0.0182

	Pillai's Trace
	0.33802281
	7.15
	1
	14
	0.0182

	Hotelling-Lawley Trace
	0.51062606
	7.15
	1
	14
	0.0182

	Roy's Greatest Root
	0.51062606
	7.15
	1
	14
	0.0182


Tests of Hypotheses for Between Subjects Effects

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	BB
	1
	331.531250
	331.531250
	0.67
	0.4273

	Error
	14
	6942.687500
	495.906250
	
	


Univariate Tests of Hypotheses for Within Subject Effects

	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	time
	1
	9.031250
	9.031250
	0.09
	0.7648

	time*BB
	1
	693.781250
	693.781250
	7.15
	0.0182

	Error(time)
	14
	1358.687500
	97.049107
	
	


	Levene's Test for Homogeneity of TIME1 Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	BB
	1
	198888
	198888
	3.24
	0.0934

	Error
	14
	859222
	61373.0
	
	


	Levene's Test for Homogeneity of TIME2 Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	BB
	1
	468711
	468711
	3.64
	0.0770

	Error
	14
	1800305
	128593
	
	


	Level of
BB
	N
	TIME1
	TIME2

	
	
	Mean
	Std Dev
	Mean
	Std Dev

	Big Brother Contestant
	8
	62.6250000
	18.9505937
	73.0000000
	23.5978207

	No Treatment Control
	8
	65.5000000
	10.2120377
	57.2500000
	12.8702314


It’s clear from the table of means that in the contestant group the borderline personality scores went up (from 62.6 to 73.0) , whereas in the control group the scores fell (from 65.5 to 57.3).

We know that when we use repeated measures we have to check the assumption of sphericity. However, we also know that for sphericity to be an issue we need at least three conditions. We have only two conditions here so sphericity does not need to be tested. We also need to check the homogeneity of variance assumption. Levene’s test produces a different test for each level of the repeated-measures variable. In mixed designs, the homogeneity assumption has to hold for every level of the repeated-measures variable. At both levels of time, Levene’s test is non-significant (p = .093 before entering the Big Brother house and p = .077 after leaving). This means the assumption has not been significantly broken (but it was quite close to being a problem). 

Like any two-way ANOVA, we still have three effects to find: two main effects (one for each independent variable) and one interaction term. The main effect of time is not significant (p = .765) so we can conclude that BPD scores were significantly affected by the time at which they were measured. The exact nature of this effect is easily determined because there were only two points in time (and so this main effect is comparing only two means). 
The main effect of group (bb) is shown by the F-ratio. The probability associated with this F-ratio is .43, which is above the critical value of .05. Therefore, we must conclude that there was no significant main effect on BPD scores of whether the person was a BB contestant or not. 

The interaction effect in this example is shown by the F-ratio in the row labelled Time*bb, and because the probability of obtaining a value this big is .018, which is less than the criterion of .05, we can say that there is a significant interaction between the time at which BPD was measured and whether or not the person was a contestant or not. The mean ratings in all conditions  help us to interpret this effect. The significant interaction seems to indicate that for controls BPD scores went down (slightly) from before entering the house to after leaving it but for contestants these opposite is true: BPD scores increased over time. 

Writing the results

We can report the three effects from this analysis as follows:

· The main effect of group was not significant, F(1, 14) = 0.67, p = .43, indicating that across both time points  borderline personality disorder scores were similar in BB contestants and controls.

· The main effect of time was not significant, F(1, 14) = 0.09, p = .77, indicating that across all participants borderline personality disorder scores were similar before entering the house and after leaving it.

· The time × group interaction was significant, F(1, 14) = 7.15, p < .05, indicating that although BPD scores decreased for controls from before entering the house to after leaving it, scores increased for the contestants.

Chapter 15

Task 1
· A psychologist was interested in the cross-species differences between men and dogs. She observed a group of dogs and a group of men in a naturalistic setting (20 of each). She classified several behaviours as being dog-like (urinating against trees and lamp posts, attempts to copulate with anything that moved, and attempts to lick their own genitals). For each man and dog she counted the number of dog-like behaviours displayed in a 24 hour period. It was hypothesized that dogs would display more dog-like behaviours than men. The data are in the file MenLikeDogs.sas7bdat. Analyse them with a Mann-Whitney test. [image: image101.png]



SAS Syntax

PROC NPAR1WAY DATA=dsusas.MenLikeDogs WILCOXON CORRECT=NO;

   CLASS species;

   VAR behaviou;

   RUN;
SAS Output
	Wilcoxon Scores (Rank Sums) for Variable BEHAVIOU
Classified by Variable SPECIES

	SPECIES
	N
	Sum of
Scores
	Expected
Under H0
	Std Dev
Under H0
	Mean
Score

	0
	20
	415.50
	410.0
	36.744091
	20.7750

	1
	20
	404.50
	410.0
	36.744091
	20.2250

	Average scores were used for ties.


	Wilcoxon Two-Sample Test

	Statistic
	415.5000

	
	

	Normal Approximation
	

	Z
	0.1497

	One-Sided Pr >  Z
	0.4405

	Two-Sided Pr > |Z|
	0.8810

	
	

	t Approximation
	

	One-Sided Pr >  Z
	0.4409

	Two-Sided Pr > |Z|
	0.8818


Calculating an Effect Size

The output t¥ells us that z is .15, and we had 20 men and 20 dogs so the total number of observations was 40. The effect size is, therefore:

[image: image102.png]



This represents a tiny effect (it is close to zero), which tells us that there truly isn’t much difference between dogs and men.

Writing and Interpreting the Result

We could report something like:

· Men (Mdn = 27) did not seem to differ from dogs (Mdn = 24) in the amount of dog-like behaviour they displayed (p = .881).

Note that I’ve reported the median for each condition. Of course, we really ought to include the effect size as well. We could do two things. The first is to report the z-score associated with the test statistic. This value would enable the reader to determine both the exact significance of the test, and to calculate the effect size r:

· Men (Mdn = 27) and dogs (Mdn = 24) did not significantly differ in the extent to which they displayed dog-like behaviours (z = –.15, p = .881).

The alternative is to just report the effect size (because readers can convert back to the z-score if they need to for any reason). This approach is better because the effect size will probably be most useful to the reader.

· Men (Mdn = 27) and dogs (Mdn = 24) did not significantly differ in the extent to which they displayed dog-like behaviours (p = .881, r = –.02).

Task 2

· There’s been much speculation over the years about the influence of subliminal messages on records. To name a few cases, both Ozzy Osbourne and Judas Priest have been accused of putting backward masked messages on their albums that subliminally influence poor unsuspecting teenagers into doing things like trying to blow their heads off with shotguns. A psychologist was interested in whether backward masked messages really did have an effect. He took the master tapes of Britney Spears’ ‘Baby one more time’ and created a second version that had the masked message ‘deliver your soul to the dark lord’ repeated in the chorus. He took this version, and the original, and played one version (randomly) to a group of 32 people. He took the same group of people six months later and played them whatever version they hadn’t heard the time before. So each person heard both the original, and the version with the masked message, but at different points in time. The psychologist measured the number of goats that were sacrificed in the week after listening to each version. It was hypothesized that the backward message would lead to more goats being sacrificed. The data are in the file DarkLord.sas7bdat. Analyse them with a Wilcoxon signed-rank test. [image: image103.png]



SAS Syntax

Recall that SAS doesn’t do a Wilcoxon signed rank test directly, so we need to do the first stage ourselves – that is, calculating the differences  (or doing it in a DATA step).  Then we run PROC UNIVARIATE to obtain the Wilcoxon signed-rank test.

DATA diff; SET dsusas.DarkLord;

   diff = message-nomessag;

   RUN;

PROC UNIVARIATE DATA=diff;

   VAR diff;

   RUN;
	Basic Statistical Measures

	Location
	Variability

	Mean
	-2.34375
	Std Deviation
	4.79657

	Median
	-1.00000
	Variance
	23.00706

	Mode
	1.00000
	Range
	18.00000

	
	
	Interquartile Range
	7.00000


	Tests for Location: Mu0=0

	Test
	Statistic
	p Value

	Student's t
	t
	-2.76411
	Pr > |t|
	0.0095

	Sign
	M
	-3
	Pr >= |M|
	0.3449

	Signed Rank
	S
	-91.5
	Pr >= |S|
	0.0336


Calculating an Effect Size

First we need to calculate a value for z, based on the p-value from the ouput.  We can do this with a DATA step.

DATA temp; 


x = PROBIT(0.0336 / 2);


RUN;

PROC PRINT DATA=temp;


RUN;
The output tells us that z is –2.125, and we had 64 observations (although we only used 32 people and tested them twice, it is the number of observations, not the number of people, that is important here). The effect size is, therefore:
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This represents a medium effect (it is close to Cohen’s benchmark of .3), which tells us that the effect of whether or a subliminal message was present was a substantive effect.

We could do the whole calculation in a DATA step as follows:

DATA temp; 


x = PROBIT(0.0336 / 2) / sqrt(64);


RUN;

PROC PRINT DATA=temp;


RUN;
Writing and Interpreting the Result

We could report something like:

· The number of goats sacrificed after hearing the message (Mdn = 9) was significantly less than after hearing the normal version of the song (Mdn = 11) (p < .05).

As with the Wilcoxon two-sample test, we should report either the z-score or the effect size. The effect size is most useful: 

· The number of goats sacrificed after hearing the message (Md = 9) was significantly less than after hearing the normal version of the song (Mdn = 11) (p < .05, r = –.27).

Task 3
· A psychologist was interested in the effects of television programmes on domestic life. She hypothesized that through ‘learning by watching’, certain programmes might actually encourage people to behave like the characters within them. This in turn could affect the viewer’s own relationships (depending on whether the programme depicted harmonious or dysfunctional relationships). She took episodes of three popular TV shows and showed them to 54 couples, after which the couple were left alone in the room for an hour. The experimenter measured the number of times the couple argued. Each couple viewed all three of the TV programmes at different points in time (a week apart) and the order in which the programmes were viewed was counterbalanced over couples. The TV programmes selected were EastEnders (which typically portrays the lives of extremely miserable, argumentative, London folk who like nothing more than to beat each other up, lie to each other, sleep with each other’s spouses and generally show no evidence of any consideration to their fellow humans!), Friends (which portrays a group of unrealistically considerate and nice people who love each other oh so very much – but for some reason I love it anyway), and a National Geographic programme about whales (this was supposed to act as a control). The data are in the file Eastenders.sas7bdat. Access them and conduct Friedman’s ANOVA on the data. [image: image106.png]



SAS Syntax

SAS doesn’t do Friedman’s ANOVA for us directly – we need to do a bit of coding first.  (This is a common thing with SAS – it says “you can do X if you do a bit of coding first”.)

First, we need to make sure that the data set has an ID variable – this is just a unique number for each person.  We can create an ID if we don’t have one, using:

DATA eastenders; SET dsusas.eastenders;


id = _N_;


RUN;
Then we can use PROC FREQ.

PROC FREQ DATA=eastenders_long ;

  
TABLES id*_name_*col1 / CMH2 SCORES=RANK EXACT;

RUN;

We need to get the mean ranks to interpret the test, and the following code creates the ranks and gives us those means.
 PROC RANK DATA=eastenders_long OUT=eastenders_long;


  VAR col1;


  RUN;

PROC MEANS data=eastenders_long MEAN;


  CLASS _name_;


  VAR col1;


  RUN;
SAS Output

Summary Statistics for _NAME_ by COL1
Controlling for id

	Cochran-Mantel-Haenszel Statistics (Based on Rank Scores)

	Statistic
	Alternative Hypothesis
	DF
	Value
	Prob

	1
	Nonzero Correlation
	1
	4.2449
	0.0394

	2
	Row Mean Scores Differ
	2
	7.5859
	0.0225


Effective Sample Size = 162
Frequency Missing = 324

WARNING: 67% of the data are missing.
	Analysis Variable : COL1 Values of COL1 Were Replaced by Ranks

	NAME OF FORMER VARIABLE
	N Obs
	Mean

	EASTEND
	162
	99.4629630

	FRIENDS
	162
	69.8611111

	WHALES
	162
	75.1759259


The final table shows the mean rank in each condition – let’s look at that first. These mean ranks are important later for interpreting any effects; they show that the ranks were highest after watching EastEnders.

The first table shows the chi-square test statistic and its associated degrees of freedom. We need to look at the ‘row mean scores differ’ row (because we’re interested in mean differences.  In this case we had three groups so the degrees of freedom are 3 – 1, or 2. The χ2 is 7.6, so with 2 df, p = .023.  Therefore, we could conclude that the type of programme watched significantly affected the subsequent number of arguments (because the significance value is less than .05). However, this result doesn’t tell us exactly where the differences lie. 

A nice succinct set of comparisons would be to compare each group against the control:

· Test 1: EastEnders compared to control

· Test 2: Friends compared to control

To do this, we use two Wilcoxon signed-rank tests.  To do those we need to create the two differences we are interested in, and then use PROC UNIVARIATE.

SAS Syntax

DATA eastenders; SET eastenders;


whales_minus_eastend = whales - eastend;


whales_minus_friends = whales - friends;


RUN;

PROC UNIVARIATE data=eastenders;


VAR whales_min: ;


RUN;

(Notice that in PROC UNIVARIATE I’m using whales_min: – the colon means ‘all variables that start with whales_min’.) 

	The UNIVARIATE Procedure

	Variable:  whales_minus_eastend


	Basic Statistical Measures

	Location
	Variability

	Mean
	-2.01852
	Std Deviation
	4.58665

	Median
	-1.50000
	Variance
	21.03739

	Mode
	3.00000
	Range
	18.00000

	
	
	Interquartile Range
	8.00000


	Tests for Location: Mu0=0

	Test
	Statistic
	p Value

	Student's t
	t
	-3.23395
	Pr > |t|
	0.0021

	Sign
	M
	-6.5
	Pr >= |M|
	0.0854

	Signed Rank
	S
	-282
	Pr >= |S|
	0.0038


Variable:  whales_minus_friends

	Basic Statistical Measures

	Location
	Variability

	Mean
	0.370370
	Std Deviation
	4.00140

	Median
	0.000000
	Variance
	16.01118

	Mode
	0.000000
	Range
	19.00000

	
	
	Interquartile Range
	5.00000


	Tests for Location: Mu0=0

	Test
	Statistic
	p Value

	Student's t
	t
	0.680176
	Pr > |t|
	0.4994

	Sign
	M
	1.5
	Pr >= |M|
	0.7660

	Signed Rank
	S
	55.5
	Pr >= |S|
	0.5355


Remember that we are now using a critical value of .025, so we compare the significance of both test statistics against this critical value. The test comparing EastEnders to the National Geographic programme about whales has a significance value of .004, which is well below our criterion of .025, therefore we can conclude that EastEnders led to significantly more arguments than the programme about whales. The second comparison compares the number of arguments after Friends with the number after the programme about whales. This contrast is not significant (the significance of the test statistic is .536, which is bigger than our critical value of .025), so we can conclude that there was no difference in the number of arguments after watching Friends compared to after watching the whales. The effect we got seems to mainly reflect the fact that EastEnders makes people argue more.

Writing and Interpreting the Result

For Friedman’s ANOVA we need only report the test statistic (which we saw earlier is denoted by χ2), its degrees of freedom and its significance. So, we could report something like:

· The number of arguments that couples had was significantly affected by the programme they had just watched (χ2(2) = 7.59, p < .05).

We need to report the follow-up tests as well (including their effect sizes):

· The number of arguments that couples had was significantly affected by the programme they had just watched (χ2(2) = 7.59, p < .05). Wilcoxon tests were used to follow up this finding. A Bonferroni correction was applied and so all effects are reported at a .025 level of significance. It appeared that watching EastEnders significantly affected the number of arguments compared to the programme about whales (p = .004). However, the number of arguments was not significantly different after Friends compared to after the programme about whales (p = .536). We can conclude that watching EastEnders did produce significantly more arguments compared to watching a programme about whales, and this effect was medium in size. However, Friends didn’t produce any substantial reduction in the number of arguments relative to the control programme.

Task 4
· A researcher was interested in trying to prevent coulrophobia (fear of clowns) in children. She decided to do an experiment in which different groups of children (15 in each) were exposed to different forms of positive information about clowns. The first group watched some adverts for McDonald’s in which mascot Ronald McDonald is seen cavorting about with children going on about how they should love their mums. A second group was told a story about a clown who helped some children when they got lost in a forest (although what on earth a clown was doing in a forest remains a mystery). A third group was entertained by a real clown, who came into the classroom and made balloon animals for the children. A final group acted as a control condition and they had nothing done to them at all. The researcher took self-report ratings of how much the children liked clowns, resulting in a score for each child that could range from 0 (not scared of clowns at all) to 5 (very scared of clowns). The data are in the file coulrophobia.sas7bdat. Access the data and conduct a Kruskal–Wallis test. [image: image107.png]



SAS Syntax

PROC NPAR1WAY data=dsusas.coulrophobia;


CLASS infotype;


VAR beliefs;


RUN;
SAS Output 

As ever, SAS produces a lot of output.  We’re not interested in most of it.  Here’s the bit we are interested in:

	Wilcoxon Scores (Rank Sums) for Variable BELIEFS
Classified by Variable INFOTYPE

	INFOTYPE
	N
	Sum of
Scores
	Expected
Under H0
	Std Dev
Under H0
	Mean
Score

	1
	15
	675.50
	457.50
	57.290795
	45.033333

	2
	15
	328.00
	457.50
	57.290795
	21.866667

	3
	15
	356.50
	457.50
	57.290795
	23.766667

	4
	15
	470.00
	457.50
	57.290795
	31.333333

	Average scores were used for ties.


	Kruskal-Wallis Test

	Chi-Square
	17.0581

	DF
	3

	Pr > Chi-Square
	0.0007


The first table tells us the mean rank in each condition. These mean ranks are important later for interpreting any effects.

The second table shows this test statistic (SAS labels it chi-square rather than H) and its associated degrees of freedom (in this case we had four groups so the degrees of freedom are 4 – 1, or 3), and the significance (which is less than the critical value of .05). Therefore, we could conclude that the type of information presented to the children about clowns significantly affected their fear ratings of clowns. 

A nice succinct set of comparisons would be to compare each group against the control:

· Test 1: Advert compared to control
· Test 2: Story compared to control
· Test 3: Exposure compared to control
SAS Syntax

This results in three tests, so rather than use .05 as our critical level of significance, we’d use .05/3 = .0167. The following tables show the test statistics from doing Wilcoxon two-sample tests on the three focused comparisons that I suggested: 
	Advert vs. control:
	Story vs. control:

	Wilcoxon Two-Sample Test
Statistic
307.5000

Normal Approximation
Z
3.2395

One-Sided Pr >  Z
0.0006

Two-Sided Pr > |Z|
0.0012

t Approximation
One-Sided Pr >  Z
0.0015

Two-Sided Pr > |Z|
0.0030

Z includes a continuity correction of 0.5.

	Wilcoxon Two-Sample Test
Statistic
185.0000

Normal Approximation
Z
-2.0686

One-Sided Pr <  Z
0.0193

Two-Sided Pr > |Z|
0.0386

t Approximation
One-Sided Pr <  Z
0.0238

Two-Sided Pr > |Z|
0.0476

Z includes a continuity correction of 0.5.


	

	 Exposure vs. control:
Wilcoxon Two-Sample Test
Statistic
192.5000

Normal Approximation
Z
-1.7216

One-Sided Pr <  Z
0.0426

Two-Sided Pr > |Z|
0.0851

t Approximation
One-Sided Pr <  Z
0.0479

Two-Sided Pr > |Z|
0.0958

Z includes a continuity correction of 0.5.



With our critical value of .0167, the only comparison that is significant is when comparing the advert to the control group (because the observed significance value of .002 is less than .0167). The other two comparisons produce significance values that are greater than .0167 so we’d have to say they’re non-significant. So the effect we got seems to mainly reflect the fact that McDonald’s adverts significantly increased fear beliefs about clowns relative to controls (which is no surprise given what a creepy weirdo Ronald McDonald is).

Calculating an Effect Size

We can calculate effect sizes for the Wilcoxon two-sample tests that we used to follow up the main analysis. For the first comparison (adverts vs. control) z is –3.240, and because this is based on comparing two groups each containing 15 observations, we have 30 observations in total. The effect size is, therefore:
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This represents a large effect, which tells us that the effect of adverts relative to the control was a substantive effect.

For the second comparison (story vs. control) z is –2.07, and this was again based on 30 observations. The effect size is, therefore:
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This represents a medium to large effect. Therefore, although non-significant the effect of stories relative to the control was a substantive effect.

For the final comparison (exposure vs. control) z is –1.72, and this was again based on 30 observations. The effect size is, therefore:
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This represents a medium effect. Therefore, although non-significant, the effect of exposure relative to the control was a substantive effect.

Writing and Interpreting the Result

For the Kruskal–Wallis test, we need only report the test statistic (which we saw earlier is denoted by H), its degrees of freedom and its significance. So, we could report something like:

· Children’s fear beliefs about clowns was significantly affected by the format of information given to them (H(3) = 17.06, p < .01).

However, we need to report the follow-up tests as well (including their effect sizes): 

· Children’s fear beliefs about clowns was significantly affected the format of information given to them (H(3) = 17.06, p < .01). Wilcoxon two-sample tests were used to follow up this finding. A Bonferroni correction was applied and so all effects are reported at a .0167 level of significance. It appeared that fear beliefs were significantly higher after the adverts compared to the control (U = 37.50, r = –.60). However, fear beliefs were not significantly different after the stories (U  = 65.00, ns, r = –.38) or exposure (U = 72.5, ns, r = –.32) relative to the control. We can conclude that clown information through stories and exposure did produce medium-size effects in reducing fear beliefs about clowns, but not significantly so (future work with larger samples might be appropriate), but that Ronald McDonald was sufficient to significantly increase fear beliefs about clowns.

Chapter 16

Task 1
· A clinical psychologist noticed that several of his manic psychotic patients did chicken impersonations in public. He wondered whether this behaviour could be used to diagnose this disorder and so decided to compare his patients against a normal sample. He observed 10 of his patients as they went through a normal day. He also needed to observe 10 of the most normal people he could find: naturally he chose to observe lecturers at the University of Sussex. He observed all participants using two dependent variables: first, how many chicken impersonations they did in the streets of Brighton over the course of a day, and, second, how good their impersonations were (as scored out of 10 by an independent farmyard noise expert). The data are in the file chicken.sas7bdat. Use MANOVA and DFA to find out whether these variables could be used to distinguish manic psychotic patients from those without the disorder. [image: image111.png]



SAS Syntax

First we’ll deal with the MANOVA.

PROC GLM DATA=dsusas.chicken;


CLASS group;


MODEL quality quantity = group / E;


MANOVA H= _ALL_ / PRINTE;

    
MEANS group /HOVTEST;

    
RUN;
SAS Output

Again I’ve reordered things to a more sensible order.

	Level of
GROUP
	N
	QUALITY
	QUANTITY

	
	
	Mean
	Std Dev
	Mean
	Std Dev

	Manic Psychosis
	10
	6.70000000
	1.05934991
	12.1000000
	4.22821213

	Sussex Lecturers
	10
	7.60000000
	2.98886824
	10.7000000
	4.37289632


This table contains the group means and standard deviations for each dependent variable in turn. It seems that manic psychotics and Sussex lecturers do pretty similar amounts of chicken impersonations (lecturers do slightly fewer actually, but they are of a higher quality).

	MANOVA Test Criteria and Exact F Statistics for the Hypothesis of No Overall GROUP Effect
H = Type III SSCP Matrix for GROUP
E = Error SSCP Matrix

S=1    M=0    N=7.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.66665773
	4.25
	2
	17
	0.0319

	Pillai's Trace
	0.33334227
	4.25
	2
	17
	0.0319

	Hotelling-Lawley Trace
	0.50002011
	4.25
	2
	17
	0.0319

	Roy's Greatest Root
	0.50002011
	4.25
	2
	17
	0.0319


The next table shows the main table of results. For our purposes, the group effects are of interest because they tell us whether or not the manic psychotics and Sussex lecturers differ along the two dimensions of quality and quantity of chicken impersonations. The column of real interest is the one containing the significance values of these F-ratios. For these data, all test statistics are significant with p = .032 (which is less than .05). From this result we should probably conclude that the groups do indeed differ in terms of the quality and quantity of their chicken impersonations; however, this effect needs to be broken down to find out exactly what’s going on.

	Levene's Test for Homogeneity of QUALITY Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	247.1
	247.1
	6.10
	0.0238

	Error
	18
	729.2
	40.5129
	
	


	Levene's Test for Homogeneity of QUANTITY Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	6.2720
	6.2720
	0.01
	0.9199

	Error
	18
	10842.1
	602.3
	
	


The next table shows a summary table of Levene’s test of equality of variances for each of the dependent variables. These tests are the same as would be found if a one-way ANOVA had been conducted on each dependent variable in turn. Levene’s test should be non-significant for all dependent variables if the assumption of homogeneity of variance has been met. The results for these data clearly show that the assumption has been met for the quantity of chicken impersonations but has been broken for the quality of impersonations. This should dent our confidence in reliability of the univariate tests to follow.
Dependent Variable: QUALITY  

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	1
	4.05000000
	4.05000000
	0.81
	0.3813

	Error
	18
	90.50000000
	5.02777778
	
	

	Corrected Total
	19
	94.55000000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	QUALITY Mean

	0.042834
	31.36043
	2.242271
	7.150000


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	4.05000000
	4.05000000
	0.81
	0.3813


Dependent Variable: QUANTITY   

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	1
	9.8000000
	9.8000000
	0.53
	0.4761

	Error
	18
	333.0000000
	18.5000000
	
	

	Corrected Total
	19
	342.8000000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	QUANTITY Mean

	0.028588
	37.72950
	4.301163
	11.40000


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	1
	9.80000000
	9.80000000
	0.53
	0.4761


The next part of the output to look at (which actually comes near the top) contains the ANOVA summary table for the dependent variables. The row of interest is that labelled group (you’ll notice that the values in this row are the same as for the row labelled model: this is because the model fitted to the data contains only one independent variable: group). The values of p indicate that there was a non-significant difference between student groups in terms of both (both ps are greater than .05). The multivariate test statistics led us to conclude that the student groups did differ significantly across the types of psychology yet the univariate results contradict this!

We don’t need to look at contrasts because the univariate tests were non-significant (and in any case there were only two groups and so no further comparisons would be necessary), and instead, to see how the dependent variables interact, we need to carry out a discriminant function analysis (DFA).

SAS Syntax 

PROC CANDISC DATA=dsusas.chicken POOL=test ;

    CLASS group;

    VAR quality quantity;

    RUN;

SAS Output

	
	Canonical
Correlation
	Adjusted
Canonical
Correlation
	Approximate
Standard
Error
	Squared
Canonical
Correlation
	Eigenvalues of Inv(E)*H
= CanRsq/(1-CanRsq)

	
	
	
	
	
	Eigenvalue
	Difference
	Proportion
	Cumulative

	1
	0.577358
	0.557101
	0.152942
	0.333342
	0.5000
	
	1.0000
	1.0000


	
	Test of H0: The canonical correlations in the current row and all that follow are zero

	
	Likelihood
Ratio
	Approximate
F Value
	Num DF
	Den DF
	Pr > F

	1
	0.66665773
	4.25
	2
	17
	0.0319


The initial statistics from the DFA tells us that there was only one variate (because there are only two groups) and this variate is significant. Therefore, the group differences shown by the MANOVA can be explained in terms of one underlying dimension.

	Pooled Within-Class Standardized Canonical Coefficients

	Variable
	Label
	Can1

	QUALITY
	QUALITY
	-1.859477331

	QUANTITY
	QUANTITY
	1.828955494


The pooled within-class standardized discriminant function coefficients tell us the relative contribution of each variable to the variates. Both quality and quantity of impersonations have similar-sized coefficients, indicating that they have equally strong influence in discriminating the groups. However, they have the opposite sign, which suggests that that group differences are explained by the difference between the quality and quantity of impersonations.

	Class Means on Canonical Variables

	GROUP
	Can1

	Manic Psychosis
	0.6708338866

	Sussex Lecturers
	-.6708338866


The class means on canonical variables for each group confirms that variate 1 discriminates the two groups because the manic psychotics have a negative coefficient and the Sussex lecturers have a positive one.. 

Overall we could conclude that manic psychotics are distinguished from Sussex lecturers in terms of the difference between the pattern of results for quantity of impersonations compared to quality of them. If we look at the means we can see that manic psychotics produce slightly more impersonations than Sussex lecturers (but remember from the non-significant univariate tests that this isn’t sufficient, alone, to differentiate the groups), but the lecturers produce impersonations of a higher quality (but again remember that quality alone is not enough to differentiate the groups). Therefore, although the manic psychotics and Sussex lecturers produce similar numbers of impersonations of similar quality (see univariate tests) if we combine the quality and quantity we can differentiate the groups. 

Finally, we should check Box’s test.  We need to use PROC DISCRIM for this:

PROC DISCRIM DATA=dsusas.chicken POOL=test;

    CLASS group;

    VAR quality quantity;

    RUN;
Test of Homogeneity of Within Covariance Matrices

	Chi-Square
	DF
	Pr > ChiSq

	18.407143
	3
	0.0004


This statistic tests the null hypothesis that the variance–covariance matrices are the same in all three groups. Therefore, if the matrices are equal (and therefore the assumption of homogeneity is met) this statistic should be non-significant. For these data p = .0004 (which is less than .05); hence, the covariance matrices are not equal and the assumption is broken. However, because group sizes are equal we can ignore this test because Pillai’s trace should be robust to this violation (fingers crossed!).

Task 2
· I was interested in whether students’ knowledge of different aspects of psychology improved throughout their degree. I took a sample of first years, second years and third years and gave them five tests (scored out of 15) representing different aspects of psychology: exper (experimental psychology such as cognitive and neuropsychology etc.); stats (statistics); social (social psychology); develop (developmental psychology); person (personality). Your task is to: (1) carry out an appropriate general analysis to determine whether there are overall group differences along these five measures; (2) look at the scale-by-scale analyses of group differences produced in the output and interpret the results accordingly; (3) select contrasts that test the hypothesis that second and third years will score higher than first years on all scales; (4) select tests that compare all groups to each other and briefly compare these results with the contrasts; and (5) carry out a separate analysis in which you test whether a combination of the measures can successfully discriminate the groups (comment only briefly on this analysis). Include only those scales that revealed group differences for the contrasts. How do the results help you to explain the findings of your initial analysis? The data are in the file psychology.sas7bdat.

SAS Syntax

Let’s put all three pieces of syntax that we need together, and then look at the output.

PROC GLM DATA=dsusas.psychology;


CLASS group;


MODEL exper--person = group / E;


MANOVA H= _ALL_ / PRINTE;

    MEANS group /HOVTEST;

    RUN;

PROC CANDISC DATA=dsusas.psychology ;

    CLASS group;

    VAR exper--person;

    RUN;

PROC DISCRIM DATA=dsusas.psychology POOL=test;

    CLASS group;

    VAR exper--person;

    RUN;
SAS Output

First we’ll look at the output from PROC GLM.  PROC GLM puts the means and standard deviations last, but it’s useful to look at them first, so that’s what we’ll do. This table contains the group means and standard deviations for each dependent variable in turn. 

	Level of
GROUP
	N
	EXPER
	STATS
	SOCIAL
	DEVELOP

	
	
	Mean
	Std Dev
	Mean
	Std Dev
	Mean
	Std Dev
	Mean
	Std Dev

	1
	11
	5.63636364
	2.15743956
	7.5454545
	3.55987742
	10.3636364
	2.73030135
	11.0000000
	2.64575131

	2
	16
	5.50000000
	1.59164485
	8.6875000
	2.38659451
	8.5625000
	2.80401498
	8.8750000
	1.70782513

	3
	13
	7.00000000
	2.12132034
	10.4615385
	3.09880043
	8.7692308
	1.64082531
	8.7692308
	3.03188187


	Level of
GROUP
	N
	PERSON

	
	
	Mean
	Std Dev

	1
	11
	10.6363636
	3.32483766

	2
	16
	8.4375000
	1.99895806

	3
	13
	8.3846154
	2.39925202


The next table shows the main table of results. For our purposes, the group effects are of interest because they tell us whether or not the scores from different areas of psychology differ across the three years of the degree programme. The column of real interest is the one containing the significance values of these F-ratios. For these data, Pillai’s trace (p = .02), Wilks’s lambda (p = .012), the Hotelling–Lawley  trace (p = .009) and Roy’s greatest root (p = .001) all reach the criterion for significance of .05. From this result we should probably conclude that the profile of knowledge across different areas of psychology does indeed change across the three years of the degree. The nature of this effect is not clear from the multivariate test statistic. 

	MANOVA Test Criteria and F Approximations for the Hypothesis of No Overall GROUP Effect
H = Type III SSCP Matrix for GROUP
E = Error SSCP Matrix

S=2    M=1    N=15.5

	Statistic
	Value
	F Value
	Num DF
	Den DF
	Pr > F

	Wilks' Lambda
	0.52207645
	2.53
	10
	66
	0.0119

	Pillai's Trace
	0.51039652
	2.33
	10
	68
	0.0199

	Hotelling-Lawley Trace
	0.85322864
	2.76
	10
	46.831
	0.0092

	Roy's Greatest Root
	0.77273588
	5.25
	5
	34
	0.0011

	NOTE: F Statistic for Roy's Greatest Root is an upper bound.

	NOTE: F Statistic for Wilks' Lambda is exact.


The next set of tables show a summary table of Levene’s test of equality of variances for each of the dependent variables. These tests are the same as would be found if a one-way ANOVA had been conducted on each dependent variable in turn. Levene’s test should be non-significant for all dependent variables if the assumption of homogeneity of variance has been met. The results for these data clearly show that the assumption has been met. This finding not only gives us confidence in the reliability of the univariate tests to follow, but also strengthens the case for assuming that the multivariate test statistics are robust.

	Levene's Test for Homogeneity of EXPER Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	31.6393
	15.8196
	0.99
	0.3822

	Error
	37
	592.9
	16.0244
	
	


	Levene's Test for Homogeneity of STATS Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	257.9
	129.0
	0.85
	0.4365

	Error
	37
	5626.9
	152.1
	
	


	Levene's Test for Homogeneity of SOCIAL Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	191.5
	95.7664
	2.44
	0.1010

	Error
	37
	1451.7
	39.2356
	
	


	Levene's Test for Homogeneity of DEVELOP Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	246.0
	123.0
	2.35
	0.1091

	Error
	37
	1933.9
	52.2666
	
	


	Levene's Test for Homogeneity of PERSON Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	267.8
	133.9
	3.46
	0.0419

	Error
	37
	1431.2
	38.6814
	
	


The next part of the output that we want to look at contains the ANOVA summary table for the dependent variables (although this comes near the top of the output). The row of interest is that labelled group, in the Type III SS table (although since we have only two groups all three tables are the same). The values of p indicate that there was a non-significant difference between student groups in terms of all areas of psychology (all ps are greater than .05). The multivariate test statistics led us to conclude that the student groups did differ significantly across the types of psychology yet the univariate results contradict this (again ... I really should stop making up data sets that do this!).

Dependent Variable: EXPER   Experimental Psychology

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	18.4295455
	9.2147727
	2.46
	0.0992

	Error
	37
	138.5454545
	3.7444717
	
	

	Corrected Total
	39
	156.9750000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	EXPER Mean

	0.117404
	32.11724
	1.935064
	6.025000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	18.42954545
	9.21477273
	2.46
	0.0992


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	18.42954545
	9.21477273
	2.46
	0.0992


Dependent Variable: STATS   
	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	52.5044580
	26.2522290
	2.97
	0.0638

	Error
	37
	327.3955420
	8.8485282
	
	

	Corrected Total
	39
	379.9000000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	STATS Mean

	0.138206
	33.23629
	2.974648
	8.950000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	52.50445804
	26.25222902
	2.97
	0.0638


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	52.50445804
	26.25222902
	2.97
	0.0638


Dependent Variable: DEVELOP   Developmental

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	37.7173077
	18.8586538
	3.11
	0.0562

	Error
	37
	224.0576923
	6.0556133
	
	

	Corrected Total
	39
	261.7750000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	DEVELOP Mean

	0.144083
	26.10945
	2.460816
	9.425000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	37.71730769
	18.85865385
	3.11
	0.0562


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	37.71730769
	18.85865385
	3.11
	0.0562


Dependent Variable: SOCIAL   Social Psychology

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	23.5843531
	11.7921766
	1.94
	0.1579

	Error
	37
	224.7906469
	6.0754229
	
	

	Corrected Total
	39
	248.3750000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	SOCIAL Mean

	0.094955
	27.01192
	2.464837
	9.125000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	23.58435315
	11.79217657
	1.94
	0.1579


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	23.58435315
	11.79217657
	1.94
	0.1579


Dependent Variable: PERSON   

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	2
	39.4151224
	19.7075612
	3.04
	0.0597

	Error
	37
	239.5598776
	6.4745913
	
	

	Corrected Total
	39
	278.9750000
	
	
	


	R-Square
	Coeff Var
	Root MSE
	PERSON Mean

	0.141286
	28.19415
	2.544522
	9.025000


	Source
	DF
	Type I SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	39.41512238
	19.70756119
	3.04
	0.0597


	Source
	DF
	Type III SS
	Mean Square
	F Value
	Pr > F

	GROUP
	2
	39.41512238
	19.70756119
	3.04
	0.0597


We don’t need to look at contrasts because the univariate tests were non-significant, and instead, to see how the dependent variables interact, we need to look at the DFA output.

	
	Test of H0: The canonical correlations in the current row and all that follow are zero

	
	Likelihood
Ratio
	Approximate
F Value
	Num DF
	Den DF
	Pr > F

	1
	0.52207645
	2.53
	10
	66
	0.0119

	2
	0.92550366
	0.68
	4
	34
	0.6078


The initial statistics from the DFA tell us that only one of the variates is significant (the second variate is non-significant, p = .608). Therefore, the group differences shown by the MANOVA can be explained in terms of one underlying dimension.

	Pooled Within-Class Standardized Canonical Coefficients

	Variable
	Label
	Can1
	Can2

	EXPER
	Experimental Psychology
	-.3670263467
	0.7893480805

	STATS
	Statistics
	-.9214615765
	-.0812545976

	SOCIAL
	Social Psychology
	0.3534435699
	0.3191490086

	DEVELOP
	Developmental
	0.6176964609
	0.0132594561

	PERSON
	Personality
	0.2601314745
	0.2161707746


The standardized discriminant function coefficients tell us the relative contribution of each variable to the variate. Looking at the first variate, it’s clear that statistics has the greatest contribution to the first variate. Most interesting is that on the first variate, statistics and experimental psychology have negative weights, whereas social, developmental and personality have positive weights. This suggests that the group differences are explained by the difference between experimental psychology and statistics compared to other areas of psychology.

	Class Means on Canonical Variables

	GROUP
	Can1
	Can2

	1
	1.246493196
	0.185594267

	2
	-0.097885084
	-0.332694513

	3
	-0.934251063
	0.252428867


The class means for the canonical variables for each group tells us that variate 1 discriminates the first years from second and third years because the first years have a positive value whereas the second and third years have negative values on the first variate.

Finally, we ran PROC DISCRIM, to get Box’s test.  The next output shows Box’s test of the assumption of equality of covariance matrices. This statistic tests the null hypothesis that the variance–covariance matrices are the same in all three groups. Therefore, if the matrices are equal (and therefore the assumption of homogeneity is met) this statistic should be non-significant. For these data p = .053 (which is just about greater than .05); hence, the covariance matrices are roughly equal and the assumption is tenable.

The DISCRIM Procedure

Test of Homogeneity of Within Covariance Matrices

	Chi-Square
	DF
	Pr > ChiSq

	43.490199
	30
	0.0530


Overall we could conclude that different years are discriminated by different areas of psychology. In particular, it seems as though statistics and aspects of experimentation (compared to other areas of psychology) discriminate between first-year undergraduates and subsequent years. From the means, we could interpret this as first years struggling with statistics and experimental psychology (compared to other areas of psychology) but their ability improves across the three years. However, for other areas of psychology, first years are relatively good but their abilities decline over the three years. Put another way, psychology degrees improve only your knowledge of statistics and experimentation.( 

Chapter 17

Task 1
· The University of Sussex is constantly seeking to employ the best people possible as lecturers (no, really, it is). Anyway, the university wanted to revise a questionnaire based on Bland’s theory of research methods lecturers. This theory predicts that good research methods lecturers should have four characteristics: (1) a profound love of statistics; (2) an enthusiasm for experimental design; (3) a love of teaching; and (4) a complete absence of normal interpersonal skills. These characteristics should be related (i.e. correlated). The ‘Teaching of Statistics for Scientific Experiments’ (TOSSE) already existed, but the university revised this questionnaire and it became the ‘Teaching of Statistics for Scientific Experiments – Revised’ (TOSSE–R). The university gave this questionnaire to 239 research methods lecturers around the world to see if it supported Bland’s theory. The questionnaire is below and the data are in TOSSE_R.sas7bdat. Conduct a factor analysis (with appropriate rotation) to see the factor structure of the data

	SD = Strongly Disagree, D = Disagree, N = Neither, A = Agree, SA = Strongly Agree

	
	 
	SD
	D
	N
	A
	SA

	1
	I once woke up in the middle of a vegetable patch hugging a turnip that I'd mistakenly dug up thinking it was Roy’s greatest root
	(
	(
	(
	(
	(

	2

	If I had a big gun I'd shoot all the students I have to teach
	(
	(
	(
	(
	(

	3
	I memorize probability values for the F-distribution
	(
	(
	(
	(
	(

	4
	I worship at the shrine of Pearson
	(
	(
	(
	(
	(

	5
	I still live with my mother and have little personal hygiene
	(
	(
	(
	(
	(

	6
	Teaching others makes me want to swallow a large bottle of bleach because the pain of my burning oesophagus would be light relief in comparison
	(
	(
	(
	(
	(

	7
	Helping others to understand sums of squares is a great feeling
	(
	(
	(
	(
	(

	8
	I like control conditions
	(
	(
	(
	(
	(

	9
	I calculate 3 ANOVAs in my head before getting out of bed every morning
	(
	(
	(
	(
	(

	10
	I could spend all day explaining statistics to people
	(
	(
	(
	(
	(

	11
	I like it when people tell me I’ve helped them to understand factor rotation
	(
	(
	(
	(
	(

	12
	People fall asleep as soon as I open my mouth to speak
	(
	(
	(
	(
	(

	13
	Designing experiments is fun
	(
	(
	(
	(
	(

	14
	I’d rather think about appropriate dependent variables than go to the pub
	(
	(
	(
	(
	(

	15
	I soil my pants with excitement at the mere mention of factor analysis
	(
	(
	(
	(
	(

	16
	Thinking about whether to use repeated or independent measures thrills me
	(
	(
	(
	(
	(

	17
	I enjoy sitting in the park contemplating whether to use participant observation in my next experiment
	(
	(
	(
	(
	(

	18
	Standing in front of 300 people in no way makes me lose control of my bowels
	(
	(
	(
	(
	(

	19
	I like to help students
	(
	(
	(
	(
	(

	20
	Passing on knowledge is the greatest gift you can bestow on an individual
	(
	(
	(
	(
	(

	21
	Thinking about Bonferroni corrections gives me a tingly feeling in my groin
	(
	(
	(
	(
	(

	22
	I quiver with excitement when thinking about designing my next experiment
	(
	(
	(
	(
	(

	23
	I often spend my spare time talking to the pigeons ... and even they die of boredom
	(
	(
	(
	(
	(

	24
	I tried to build myself a time machine so that I could go back to the 1930s and follow Fisher around on my hands and knees licking the floor on which he’d just trodden
	(
	(
	(
	(
	(

	25
	I love teaching
	(
	(
	(
	(
	(

	26
	I spend lots of time helping students
	(
	(
	(
	(
	(

	27
	I love teaching because students have to pretend to like me or they’ll get bad marks
	(
	(
	(
	(
	(

	28
	My cat is my only friend
	(
	(
	(
	(
	(


SAS Syntax 

PROC FACTOR DATA=dsusas.tosse_r METHOD=PRINCIPAL SIMPLE MSA RES CORR SCREE ROTATE=OBLIMIN;


VAR _ALL_;


RUN;

Note that because we are using all of the variables in the data set we can use _ALL_ instead of listing them.  We have asked for principal components analysis and to do an oblimin rotation, which is oblique.  

SAS Output

The first part of the output is the means, standard deviations, correlations and partial correlations.  That takes up quite a lot of pages, so we’re not going to show it again here.

	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10

	0.92074377
	0.81613768
	0.86243385
	0.86538858
	0.87638064
	0.79995626
	0.85911256
	0.94346760
	0.94639100
	0.88791470


	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	Q11
	Q12
	Q13
	Q14
	Q15
	Q16
	Q17
	Q18
	Q19
	Q20

	0.92392539
	0.59150291
	0.94038731
	0.87733099
	0.89221014
	0.92598886
	0.93890868
	0.89046112
	0.80686964
	0.85429450


	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	Q21
	Q22
	Q23
	Q24
	Q25
	Q26
	Q27
	Q28

	0.89143211
	0.90253926
	0.83890955
	0.89805163
	0.87347112
	0.89587619
	0.88490389
	0.84278322


	Prior Communality Estimates: ONE


	Eigenvalues of the Correlation Matrix: Total = 28  Average = 1

	
	Eigenvalue
	Difference
	Proportion
	Cumulative

	1
	9.06448670
	6.27724848
	0.3237
	0.3237

	2
	2.78723821
	1.12282011
	0.0995
	0.4233

	3
	1.66441810
	0.14987913
	0.0594
	0.4827

	4
	1.51453898
	0.33425845
	0.0541
	0.5368

	5
	1.18028053
	0.18945980
	0.0422
	0.5790

	6
	0.99082073
	0.06565937
	0.0354
	0.6143

	7
	0.92516137
	0.10656865
	0.0330
	0.6474

	8
	0.81859271
	0.02561584
	0.0292
	0.6766

	9
	0.79297687
	0.04902242
	0.0283
	0.7049

	10
	0.74395445
	0.03892799
	0.0266
	0.7315

	11
	0.70502647
	0.05099848
	0.0252
	0.7567

	12
	0.65402799
	0.03136561
	0.0234
	0.7801

	13
	0.62266238
	0.04827607
	0.0222
	0.8023

	14
	0.57438631
	0.02986288
	0.0205
	0.8228

	15
	0.54452343
	0.02898096
	0.0194
	0.8423

	16
	0.51554247
	0.02846877
	0.0184
	0.8607

	17
	0.48707370
	0.03327939
	0.0174
	0.8781

	18
	0.45379431
	0.03062434
	0.0162
	0.8943

	19
	0.42316997
	0.04146241
	0.0151
	0.9094

	20
	0.38170756
	0.04063166
	0.0136
	0.9230

	21
	0.34107590
	0.00715491
	0.0122
	0.9352

	22
	0.33392099
	0.02535394
	0.0119
	0.9471

	23
	0.30856705
	0.01567934
	0.0110
	0.9581

	24
	0.29288771
	0.03298921
	0.0105
	0.9686

	25
	0.25989850
	0.01154922
	0.0093
	0.9779

	26
	0.24834928
	0.04161553
	0.0089
	0.9868

	27
	0.20673375
	0.04255017
	0.0074
	0.9941

	28
	0.16418359
	
	0.0059
	1.0000


	Scree Plot of Eigenvalues                                                                         

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	  10 ˆ                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚      1                                                                                     

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	   8 ˆ                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	E    ‚                                                                                            

	i    ‚                                                                                            

	g  6 ˆ                                                                                            

	e    ‚                                                                                            

	n    ‚                                                                                            

	v    ‚                                                                                            

	a    ‚                                                                                            

	l    ‚                                                                                            

	u    ‚                                                                                            

	e  4 ˆ                                                                                            

	s    ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚         2                                                                                  

	     ‚                                                                                            

	     ‚                                                                                            

	   2 ˆ                                                                                            

	     ‚            3                                                                               

	     ‚               4                                                                            

	     ‚                  5                                                                         

	     ‚                     6  7  8  9  0                                                          

	     ‚                                    1  2  3  4  5  6  7  8                                  

	     ‚                                                            9  0  1  2  3  4  5  6  7  8    

	   0 ˆ                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     ‚                                                                                            

	     Šƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒ

	         0     2     4     6     8    10    12    14    16    18    20    22    24    26    28    

	                                                                                                  

	                                                 Number                                           


	Variance Explained by Each Factor

	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	9.0644867
	2.7872382
	1.6644181
	1.5145390
	1.1802805


	Final Communality Estimates: Total = 16.210963

	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	Q7
	Q8
	Q9
	Q10

	0.64600468
	0.62361971
	0.59104124
	0.58867854
	0.54463507
	0.62086816
	0.48627505
	0.68316170
	0.63797345
	0.41686279


	Q11
	Q12
	Q13
	Q14
	Q15
	Q16
	Q17
	Q18
	Q19
	Q20

	0.53895643
	0.29669438
	0.53073971
	0.70909460
	0.51131609
	0.68069807
	0.70502980
	0.51367572
	0.53561106
	0.47731904


	Q21
	Q22
	Q23
	Q24
	Q25
	Q26
	Q27
	Q28

	0.56579813
	0.76601648
	0.58692981
	0.64851515
	0.55006721
	0.59883562
	0.61888566
	0.53765917


Sample Size
MacCallum et al. (1999) have demonstrated that when communalities after extraction are above .5 a sample size between 100 and 200 can be adequate, and even when communalities are below .5 a sample size of 500 should be sufficient. We have a sample size of 239 with some communalities below .5, and so the sample size may not be adequate. However, the KMO measure of sampling adequacy is .894, which is above Kaiser’s (1974) recommendation of .5. This value is also ‘meritorious’ (and almost ‘marvelous’) according to Hutcheson and Sofroniou (1999). As such, the evidence suggests that the sample size is adequate to yield distinct and reliable factors.

Extraction
SAS has extracted five factors based on Kaiser’s criterion of retaining factors with eigenvalues greater than 1. Is this warranted? Kaiser’s criterion is accurate when there are less than 30 variables and the communalities after extraction are greater than .7, or when the sample size exceeds 250 and the average communality is greater than .6. For these data the sample size is 239, there are 28 variables, and the mean communality is .579, so extracting five factors is not really warranted. The scree plot shows clear inflexions at three and five factors and so using the scree plot you could justify extracting three or five factors.

	Rotated Factor Pattern (Standardized Regression Coefficients)

	
	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	Q1
	I once woke up in the middle of a vegetable patch hugging a turnip that I'd mistakenly dug up thinking it was Roy's largest root
	0.29783
	0.47895
	-0.21217
	0.25127
	0.16688

	Q2
	If I had a big gun I'd shoot all the students I have to teach
	-0.03098
	0.05419
	-0.01500
	0.76872
	0.06796

	Q3
	I memorize probability values for the F-distribution
	0.01787
	0.67015
	0.25082
	-0.02012
	-0.03467

	Q4
	I worship at the shrine of Pearson
	-0.10072
	0.60392
	0.23697
	0.28299
	0.04008

	Q5
	I still live with my mother and have little personal hygiene
	0.15763
	-0.02047
	-0.09398
	0.10539
	0.65910

	Q6
	Teaching others makes me want to swallow a large bottle of bleach because the pain of my burning oesophagus would be light relief in comparison
	0.00106
	-0.06270
	0.06884
	0.81311
	-0.10097

	Q7
	Helping others to understand sums of squares is a great feeling
	0.12146
	0.35915
	0.47055
	-0.01878
	-0.07933

	Q8
	I like control conditions
	0.52924
	0.25444
	0.25299
	0.16534
	-0.01588

	Q9
	I calculate 3 ANOVAs in my head before getting out of bed every morning
	0.32434
	0.37601
	-0.04789
	0.37004
	0.09327

	Q10
	I could spend all day explaining statistics to people
	0.41539
	-0.09949
	0.08966
	0.42442
	0.00331

	Q11
	I like it when people tell me I've helped them to understand factor rotation
	0.30560
	0.25718
	0.32286
	-0.07484
	0.24044

	Q12
	People fall asleep as soon as I open my mouth to speak
	-0.01513
	-0.18007
	0.10963
	-0.09212
	0.52984

	Q13
	Designing experiments is fun
	0.57278
	0.26920
	0.03781
	0.04485
	-0.06543

	Q14
	I'd rather think about appropriate dependent variables than go to the pub
	0.80809
	-0.27255
	0.01454
	0.06870
	0.20094

	Q15
	I soil my pants with excitement at the mere mention of factor analysis
	0.39444
	0.47147
	-0.28670
	-0.09050
	0.13365

	Q16
	Thinking about whether to use repeated or independent measures thrills me
	0.82727
	-0.08082
	0.11545
	-0.11698
	0.03394

	Q17
	I enjoy sitting in the park contemplating whether to use participant observation in my next experiment
	0.69950
	0.14125
	0.05976
	0.20179
	-0.06118

	Q18
	Standing in front of 300 people in no way makes me lose control of my bowels
	0.12502
	-0.00056
	-0.13115
	0.55068
	0.28001

	Q19
	I like to help students
	-0.03339
	-0.04179
	0.73808
	-0.07179
	-0.13213

	Q20
	Passing on knowledge is the greatest gift you can bestow on an individual
	0.02020
	0.08664
	0.63915
	0.14256
	0.03800

	Q21
	Thinking about Bonferroni corrections gives me a tingly feeling in my groin
	0.45843
	0.46072
	0.05523
	-0.07079
	-0.06328

	Q22
	I quiver with excitement when thinking about designing my next experiment
	0.73161
	0.19150
	-0.04147
	0.18344
	-0.02955

	Q23
	I often spend my spare time talking to the pigeons ... and even they die of boredom
	-0.13764
	0.17004
	-0.03572
	0.22998
	0.68680

	Q24
	I tried to build myself a time machine so that I could go back to the 1930s and follow Fisher around on my hands and knees licking the floor on which he'd just trodden
	-0.02342
	0.75946
	0.10966
	-0.04545
	0.11985

	Q25
	I love teaching
	0.09382
	0.03364
	0.65996
	0.04094
	0.15006

	Q26
	I spend lots of time helping students
	0.39557
	0.03316
	0.47743
	-0.27770
	0.15946

	Q27
	I love teaching because students have to pretend to like me or they'll get bad marks
	0.05356
	0.13098
	0.54808
	-0.02226
	0.39651

	Q28
	My cat is my only friend
	0.00262
	0.18115
	0.01626
	-0.05091
	0.68490


Rotation
You should choose an oblique rotation because the question says that the constructs we’re measuring are related.

Looking at the pattern matrix (and using loadings greater than .4 as recommended by Stevens; we’ve made them bold, to make it easier) we see the following pattern:

Factor 1:

Q 16. Thinking about whether to use repeated or independent measures thrills me

Q 14. I’d rather think about appropriate dependent variables than go to the pub

Q 22. I quiver with excitement when thinking about designing my next experiment

Q 17. I enjoy sitting in the park contemplating whether to use participant observation in my next experiment

Q 13. Designing experiments is fun

Q 8. I like control conditions

Q 10. I could spend all day explaining statistics to people

Factor 2:

Q 24. I tried to build myself a time machine so that I could go back to the 1930s and follow Fisher around on my hands and knees licking the floor on which he’d just trodden

Q 3. I memorize probability values for the F-distribution

Q 4. I worship at the shrine of Pearson

Q 15. I soil my pants with excitement at the mere mention of factor analysis

Q 21. Thinking about Bonferroni corrections gives me a tingly feeling in my groin

Factor 3:

Q 19. I like to help students

Q 20. Passing on knowledge is the greatest gift you can bestow on an individual

Q 25. I love teaching

Q 27. I love teaching because students have to pretend to like me or they’ll get bad marks

Q 7. Helping others to understand sums of squares is a great feeling

Q 26. I spend lots of time helping students

Factor 4:

Q 6. Teaching others makes me want to swallow a large bottle of bleach because the pain of my burning oesophagus would be light relief in comparison

Q 2. If I had a big gun I’d shoot all the students I have to teach

Q 18. Standing in front of 300 people in no way makes me lose control of my bowels

Factor 5:

Q 23. I often spend my spare time talking to the pigeons ... and even they die of boredom

Q 28. My cat is my only friend

Q 5. I still live with my mother and have little personal hygiene

Q 12. People fall asleep as soon as I open my mouth to speak

Q 1. I once woke up in the middle of a vegetable patch hugging a turnip that I’d mistakenly dug up thinking it was Roy’s largest root

No factor:

Q 9. I calculate 3 ANOVAs in my head before getting out of bed every morning

Q 11. I like it when people tell me I’ve helped them to understand factor rotation

Factor 1 seems to relate to research methods, factor 2 to statistics, factor 3 to teaching, factor 4 to, well, err, teaching again and factor 5 to general social skills. All in all, this isn’t particularly satisfying and doesn’t really support the five-factor model. We saw earlier that the extraction of five factors probably wasn’t justified. In fact the scree plot seems to indicate three. Let’s rerun the analysis but asking SAS for three factors. Let’s see how this changes the pattern matrix:

We do this by adding the NFACT option to the PROC FACTOR line, and specifying three factors.

PROC FACTOR DATA=dsusas.tosse_r METHOD=PRINCIPAL SIMPLE MSA RES CORR SCREE ROTATE=OBLIMIN NFACT=3 ;


VAR _ALL_;


RUN;

	Rotated Factor Pattern (Standardized Regression Coefficients)

	
	Factor1
	Factor2
	Factor3

	Q1
	I once woke up in the middle of a vegetable patch hugging a turnip that I'd mistakenly dug up thinking it was Roy's largest root
	0.71193
	-0.22492
	0.11590

	Q2
	If I had a big gun I'd shoot all the students I have to teach
	0.44682
	-0.47321
	0.14237

	Q3
	I memorize probability values for the F-distribution
	0.57882
	0.33694
	-0.12025

	Q4
	I worship at the shrine of Pearson
	0.59506
	0.12387
	-0.01085

	Q5
	I still live with my mother and have little personal hygiene
	0.09846
	-0.11707
	0.68302

	Q6
	Teaching others makes me want to swallow a large bottle of bleach because the pain of my burning oesophagus would be light relief in comparison
	0.43303
	-0.45417
	0.00949

	Q7
	Helping others to understand sums of squares is a great feeling
	0.45565
	0.46961
	-0.07740

	Q8
	I like control conditions
	0.76214
	0.18344
	0.03466

	Q9
	I calculate 3 ANOVAs in my head before getting out of bed every morning
	0.75223
	-0.17951
	0.09432

	Q10
	I could spend all day explaining statistics to people
	0.50896
	-0.17823
	0.11473

	Q11
	I like it when people tell me I've helped them to understand factor rotation
	0.43878
	0.38380
	0.25463

	Q12
	People fall asleep as soon as I open my mouth to speak
	-0.23410
	0.13153
	0.56652

	Q13
	Designing experiments is fun
	0.70896
	0.08181
	-0.05324

	Q14
	I'd rather think about appropriate dependent variables than go to the pub
	0.45450
	-0.02426
	0.32794

	Q15
	I soil my pants with excitement at the mere mention of factor analysis
	0.57959
	-0.07447
	0.04424

	Q16
	Thinking about whether to use repeated or independent measures thrills me
	0.54721
	0.20252
	0.11921

	Q17
	I enjoy sitting in the park contemplating whether to use participant observation in my next experiment
	0.80123
	-0.01066
	0.00414

	Q18
	Standing in front of 300 people in no way makes me lose control of my bowels
	0.36717
	-0.43039
	0.34053

	Q19
	I like to help students
	0.03210
	0.64450
	-0.05012

	Q20
	Passing on knowledge is the greatest gift you can bestow on an individual
	0.26798
	0.46158
	0.11699

	Q21
	Thinking about Bonferroni corrections gives me a tingly feeling in my groin
	0.70643
	0.19367
	-0.10457

	Q22
	I quiver with excitement when thinking about designing my next experiment
	0.83700
	-0.07209
	0.01621

	Q23
	I often spend my spare time talking to the pigeons ... and even they die of boredom
	0.09150
	-0.12812
	0.67429

	Q24
	I tried to build myself a time machine so that I could go back to the 1930s and follow Fisher around on my hands and knees licking the floor on which he'd just trodden
	0.56593
	0.25282
	-0.00260

	Q25
	I love teaching
	0.22101
	0.53954
	0.23631

	Q26
	I spend lots of time helping students
	0.25003
	0.60042
	0.21394

	Q27
	I love teaching because students have to pretend to like me or they'll get bad marks
	0.19083
	0.50718
	0.44459

	Q28
	My cat is my only friend
	0.06160
	0.09697
	0.65668


Looking at the pattern matrix (and using loadings greater than .4 as recommended by Stevens) we see the following pattern:
Factor 1:

1. Q 22. I quiver with excitement when thinking about designing my next experiment
2. Q 8. I like control conditions
3. Q 17. I enjoy sitting in the park contemplating whether to use participant observation in my next experiment
4. Q 21. Thinking about Bonferroni corrections gives me a tingly feeling in my groin
5. Q 13. Designing experiments is fun
6. Q 9. I calculate 3 ANOVAs in my head before getting out of bed every morning
7. Q 3. I memorize probability values for the F-distribution
8. Q 1. I once woke up in the middle of a vegetable patch hugging a turnip that I’d mistakenly dug up thinking it was Roy’s largest root
9. Q 24. I tried to build myself a time machine so that I could go back to the 1930s and follow Fisher around on my hands and knees licking the floor on which he'd just trodden
10. Q 4. I worship at the shrine of Pearson
11. Q 16. Thinking about whether to use repeated or independent measures thrills me
12. Q 7. Helping others to understand sums of squares is a great feeling
13. Q 15. I soil my pants with excitement at the mere mention of factor analysis
14. Q 11. I like it when people tell me I’ve helped them to understand factor rotation
15. Q 10. I could spend all day explaining statistics to people
16. Q 14. I’d rather think about appropriate dependent variables than go to the pub
Factor 2:

17. Q 19. I like to help students
18. Q 2. If I had a big gun I’d shoot all the students I have to teach (note negative weight)
19. Q 6. Teaching others makes me want to swallow a large bottle of bleach because the pain of my burning oesophagus would be light relief in comparison (note negative weight)
20. Q 18. Standing in front of 300 people in no way makes me lose control of my bowels (note negative weight)
21. Q 26. I spend lots of time helping students
22. Q 25. I love teaching
23. Q 20. Passing on knowledge is the greatest gift you can bestow on an individual
24. Q 27. I love teaching because students have to pretend to like me or they’ll get bad marks
Factor 3:

25. Q 5. I still live with my mother and have little personal hygiene
26. Q 23. I often spend my spare time talking to the pigeons ... and even they die of boredom
27. Q 28. My cat is my only friend
28. Q 12. People fall asleep as soon as I open my mouth to speak
29. Q 27. I love teaching because students have to pretend to like me or they’ll get bad marks
This extraction is a lot clearer-cut: factor 1 relates to a love of methods and statistics, factor 2 to a love of teaching, and factor 3 to an absence of normal social skills. This doesn’t support the original four-factor model suggested because the data indicate that love of methods and statistics can’t be separated (if you love one you love the other). 

Task 2
· Sian Williams devised a questionnaire to measure organizational ability. She predicted five factors to do with organizational ability: (1) preference for organization; (2) goal achievement; (3) planning approach; (4) acceptance of delays; and (5) preference for routine. These dimensions are theoretically independent. Williams’ questionnaire contains 28 items using a 7-point Likert scale (1 = strongly disagree, 4 = neither, 7 = strongly agree). She gave it to 239 people. Run a principal component analysis on the data in Williams.sas7bdat.
	1
	
	I like to have a plan to work to in everyday life

	2
	
	I feel frustrated when things don’t go to plan

	3
	
	I get most things done in a day that I want to

	4
	
	I stick to a plan once I have made it

	5
	
	I enjoy spontaneity and uncertainty

	6
	
	I feel frustrated if I can’t find something I need

	7
	
	I find it difficult to follow a plan through

	8
	
	I am an organized person

	9
	
	I like to know what I have to do in a day

	10
	
	Disorganized people annoy me

	11
	
	I leave things to the last minute

	12
	
	I have many different plans relating to the same goal

	13
	
	I like to have my documents filed and in order

	14
	
	I find it easy to work in a disorganized environment

	15
	
	I make ‘to do’ lists and achieve most of the things on it

	16
	
	My workspace is messy and disorganized

	17
	
	I like to be organized

	18
	
	Interruptions to my daily routine annoy me

	19
	
	I feel that I am wasting my time

	20
	
	I forget the plans I have made

	21
	
	I prioritize the things I have to do

	22
	
	I like to work in an organized environment

	23
	
	I feel relaxed when I don't have a routine

	24
	
	I set deadlines for myself and achieve them

	25
	
	I change rather aimlessly from one activity to another during the day

	26
	
	I have trouble organizing the things I have to do

	27
	
	I put tasks off to another day

	28
	
	I feel restricted by schedules and plans


SAS Syntax

PROC FACTOR DATA=dsusas.williams METHOD=PRINCIPAL SIMPLE MSA RES CORR SCREE ROTATE=VARIMAX ;


VAR org1--org31;


RUN;

SAS Output (Selected)

	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	ORG1
	ORG2
	ORG3
	ORG4
	ORG6
	ORG7
	ORG9
	ORG10
	ORG11
	ORG12

	0.92074377
	0.81613768
	0.86243385
	0.86538858
	0.87638064
	0.79995626
	0.85911256
	0.94346760
	0.94639100
	0.88791470


	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	ORG13
	ORG14
	ORG16
	ORG17
	ORG18
	ORG19
	ORG20
	ORG21
	ORG22
	ORG23

	0.92392539
	0.59150291
	0.94038731
	0.87733099
	0.89221014
	0.92598886
	0.93890868
	0.89046112
	0.80686964
	0.85429450


	Kaiser's Measure of Sampling Adequacy: Overall MSA = 0.89405466

	ORG24
	ORG25
	ORG26
	ORG27
	ORG28
	ORG29
	ORG30
	ORG31

	0.89143211
	0.90253926
	0.83890955
	0.89805163
	0.87347112
	0.89587619
	0.88490389
	0.84278322


Prior Communality Estimates: ONE

	Eigenvalues of the Correlation Matrix: Total = 28  Average = 1

	
	Eigenvalue
	Difference
	Proportion
	Cumulative

	1
	9.06448670
	6.27724848
	0.3237
	0.3237

	2
	2.78723821
	1.12282011
	0.0995
	0.4233

	3
	1.66441810
	0.14987913
	0.0594
	0.4827

	4
	1.51453898
	0.33425845
	0.0541
	0.5368

	5
	1.18028053
	0.18945980
	0.0422
	0.5790

	6
	0.99082073
	0.06565937
	0.0354
	0.6143

	7
	0.92516137
	0.10656865
	0.0330
	0.6474

	8
	0.81859271
	0.02561584
	0.0292
	0.6766

	9
	0.79297687
	0.04902242
	0.0283
	0.7049

	10
	0.74395445
	0.03892799
	0.0266
	0.7315

	11
	0.70502647
	0.05099848
	0.0252
	0.7567

	12
	0.65402799
	0.03136561
	0.0234
	0.7801

	13
	0.62266238
	0.04827607
	0.0222
	0.8023

	14
	0.57438631
	0.02986288
	0.0205
	0.8228

	15
	0.54452343
	0.02898096
	0.0194
	0.8423

	16
	0.51554247
	0.02846877
	0.0184
	0.8607

	17
	0.48707370
	0.03327939
	0.0174
	0.8781

	18
	0.45379431
	0.03062434
	0.0162
	0.8943

	19
	0.42316997
	0.04146241
	0.0151
	0.9094

	20
	0.38170756
	0.04063166
	0.0136
	0.9230

	21
	0.34107590
	0.00715491
	0.0122
	0.9352

	22
	0.33392099
	0.02535394
	0.0119
	0.9471

	23
	0.30856705
	0.01567934
	0.0110
	0.9581

	24
	0.29288771
	0.03298921
	0.0105
	0.9686

	25
	0.25989850
	0.01154922
	0.0093
	0.9779

	26
	0.24834928
	0.04161553
	0.0089
	0.9868

	27
	0.20673375
	0.04255017
	0.0074
	0.9941

	28
	0.16418359
	
	0.0059
	1.0000
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	Factor Pattern

	
	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	ORG1
	I like to have a plan to work to in everyday life
	0.68352
	-0.34123
	-0.08605
	0.10063
	-0.21173

	ORG2
	I feel frustrated when things don't go to plan
	0.37279
	-0.54341
	-0.01066
	0.30290
	0.31223

	ORG3
	I get most things done in a day that I want to
	0.58415
	0.25543
	-0.22310
	0.31264
	-0.19248

	ORG4
	I stick to a plan once I have made it
	0.60020
	0.03102
	-0.14686
	0.45153
	-0.04504

	ORG6
	I enjoy spontaneity and uncertainty
	0.44649
	-0.23968
	0.52403
	-0.05359
	-0.10179

	ORG7
	I feel frustrated if I can't find something I need
	0.28999
	-0.50117
	-0.11405
	0.26025
	0.45262

	ORG9
	I find it difficult to follow a plan through
	0.52840
	0.39379
	-0.15370
	0.16070
	0.05054

	ORG10
	I am an organized person
	0.80329
	0.05542
	-0.14786
	-0.07465
	0.08586

	ORG11
	I ike to know what I have to do in a day
	0.72306
	-0.30027
	-0.11141
	0.10902
	-0.02654

	ORG12
	disorganized people annoy me
	0.50164
	-0.26590
	-0.03643
	-0.10392
	0.28704

	ORG13
	I leave things to the last minute
	0.67505
	0.25933
	0.11547
	-0.01661
	-0.04908

	ORG14
	I have many different plans relating to the same goal
	0.13328
	0.06738
	0.51941
	-0.06622
	-0.01489

	ORG16
	I like to have my documents filed and in order
	0.67340
	-0.01932
	-0.21013
	-0.17126
	-0.05839

	ORG17
	I find it easy to work in a disorganized environment
	0.61412
	-0.14563
	0.15505
	-0.51728
	0.13830

	ORG18
	I make 'to do' lists and achieve most of the things on it
	0.55942
	-0.16557
	-0.10634
	-0.08525
	-0.39036

	ORG19
	my workspace is messy and disorganized
	0.65039
	0.09197
	-0.02714
	-0.49672
	0.04192

	ORG20
	I like to be organized
	0.76770
	-0.13114
	-0.18951
	-0.23620
	0.08228

	ORG21
	interruptions to my daily routine annoy me
	0.42063
	-0.52324
	0.17036
	0.10755
	0.14962

	ORG22
	I feel that I am wasting my time
	0.18791
	0.62020
	-0.02309
	0.09784
	0.32488

	ORG23
	I forget the plans I have made
	0.45588
	0.38214
	0.04824
	0.18580
	0.29429

	ORG24
	I prioritize the things I have to do
	0.67417
	0.09658
	-0.24666
	-0.06461
	-0.19222

	ORG25
	I like to work in an organized environment
	0.79115
	-0.19729
	-0.19073
	-0.25455
	0.00297

	ORG26
	I feel relaxed when I don't have a routine
	0.43170
	-0.24777
	0.51821
	0.23961
	-0.11497

	ORG27
	I set deadlines for myself and achieve them
	0.61403
	0.15742
	-0.12817
	0.34472
	-0.33383

	ORG28
	I change rather aimlessly from one activity to another during the day
	0.50065
	0.44408
	0.15903
	0.09571
	0.26030

	ORG29
	I have trouble organizing the things I have to do
	0.53336
	0.50167
	0.13635
	-0.20626
	0.03941

	ORG30
	I put tasks off to another day
	0.58002
	0.38322
	0.33342
	0.12542
	0.09327

	ORG31
	i feel restricted by schedules and plans
	0.45784
	-0.02498
	0.51994
	0.08180
	-0.22448


	Variance Explained by Each Factor

	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	9.0644867
	2.7872382
	1.6644181
	1.5145390
	1.1802805


	Final Communality Estimates: Total = 16.210963

	ORG1
	ORG2
	ORG3
	ORG4
	ORG6
	ORG7
	ORG9
	ORG10
	ORG11
	ORG12

	0.64600468
	0.62361971
	0.59104124
	0.58867854
	0.54463507
	0.62086816
	0.48627505
	0.68316170
	0.63797345
	0.41686279


	ORG13
	ORG14
	ORG16
	ORG17
	ORG18
	ORG19
	ORG20
	ORG21
	ORG22
	ORG23

	0.53895643
	0.29669438
	0.53073971
	0.70909460
	0.51131609
	0.68069807
	0.70502980
	0.51367572
	0.53561106
	0.47731904


	ORG24
	ORG25
	ORG26
	ORG27
	ORG28
	ORG29
	ORG30
	ORG31

	0.56579813
	0.76601648
	0.58692981
	0.64851515
	0.55006721
	0.59883562
	0.61888566
	0.53765917


	Rotated Factor Pattern

	
	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	ORG1
	I like to have a plan to work to in everyday life
	0.40885
	0.54481
	-0.08528
	0.35089
	0.22721

	ORG2
	I feel frustrated when things don't go to plan
	0.08491
	0.13727
	-0.04026
	0.76451
	0.10708

	ORG3
	I get most things done in a day that I want to
	0.14464
	0.66567
	0.35466
	0.03491
	-0.00120

	ORG4
	I stick to a plan once I have made it
	0.06756
	0.61865
	0.30572
	0.32074
	0.07100

	ORG6
	I enjoy spontaneity and uncertainty
	0.24951
	0.07224
	-0.01199
	0.18339
	0.66587

	ORG7
	I feel frustrated if I can't find something I need
	0.08208
	0.02719
	0.01063
	0.78128
	-0.05373

	ORG9
	I find it difficult to follow a plan through
	0.19875
	0.39854
	0.53522
	0.00412
	-0.03825

	ORG10
	I am an organized person
	0.58684
	0.38311
	0.36241
	0.23437
	0.07572

	ORG11
	I ike to know what I have to do in a day
	0.43215
	0.47030
	0.05285
	0.44709
	0.16538

	ORG12
	disorganized people annoy me
	0.43967
	0.03723
	0.11705
	0.44999
	0.07728

	ORG13
	I leave things to the last minute
	0.38587
	0.34482
	0.43492
	-0.00537
	0.28632

	ORG14
	I have many different plans relating to the same goal
	0.02759
	-0.13176
	0.13524
	-0.06562
	0.50594

	ORG16
	I like to have my documents filed and in order
	0.59327
	0.37053
	0.15836
	0.12624
	0.02141

	ORG17
	I find it easy to work in a disorganized environment
	0.76361
	-0.08426
	0.11122
	0.14776
	0.29103

	ORG18
	I make 'to do' lists and achieve most of the things on it
	0.44690
	0.50871
	-0.13311
	0.02475
	0.18569

	ORG19
	my workspace is messy and disorganized
	0.77513
	0.07723
	0.23657
	-0.03321
	0.12979

	ORG20
	I like to be organized
	0.71387
	0.29051
	0.17240
	0.28143
	0.04585

	ORG21
	interruptions to my daily routine annoy me
	0.21968
	0.09879
	-0.10923
	0.58614
	0.31649

	ORG22
	I feel that I am wasting my time
	-0.01441
	-0.00727
	0.71156
	-0.12014
	-0.12085

	ORG23
	I forget the plans I have made
	0.10375
	0.15798
	0.64855
	0.12877
	0.06635

	ORG24
	I prioritize the things I have to do
	0.50454
	0.52264
	0.19400
	0.01829
	0.01046

	ORG25
	I like to work in an organized environment
	0.74837
	0.33776
	0.08865
	0.27884
	0.07916

	ORG26
	I feel relaxed when I don't have a routine
	0.02441
	0.22160
	0.02785
	0.29227
	0.67159

	ORG27
	I set deadlines for myself and achieve them
	0.12997
	0.74363
	0.23878
	0.03413
	0.14301

	ORG28
	I change rather aimlessly from one activity to another during the day
	0.16995
	0.12082
	0.68796
	0.04125
	0.17776

	ORG29
	I have trouble organizing the things I have to do
	0.40662
	0.12790
	0.56832
	-0.23059
	0.20244

	ORG30
	I put tasks off to another day
	0.16842
	0.21293
	0.61348
	0.01141
	0.41073

	ORG31
	i feel restricted by schedules and plans
	0.12870
	0.23139
	0.11548
	0.03042
	0.67327


	Variance Explained by Each Factor

	Factor1
	Factor2
	Factor3
	Factor4
	Factor5

	4.5581503
	3.4593799
	3.2391121
	2.6312509
	2.3230693


	Final Communality Estimates: Total = 16.210963

	ORG1
	ORG2
	ORG3
	ORG4
	ORG6
	ORG7
	ORG9
	ORG10
	ORG11
	ORG12

	0.64600468
	0.62361971
	0.59104124
	0.58867854
	0.54463507
	0.62086816
	0.48627505
	0.68316170
	0.63797345
	0.41686279


	ORG13
	ORG14
	ORG16
	ORG17
	ORG18
	ORG19
	ORG20
	ORG21
	ORG22
	ORG23

	0.53895643
	0.29669438
	0.53073971
	0.70909460
	0.51131609
	0.68069807
	0.70502980
	0.51367572
	0.53561106
	0.47731904


	ORG24
	ORG25
	ORG26
	ORG27
	ORG28
	ORG29
	ORG30
	ORG31

	0.56579813
	0.76601648
	0.58692981
	0.64851515
	0.55006721
	0.59883562
	0.61888566
	0.53765917


Extraction
SAS has extracted five factors based on Kaiser’s criterion of retaining factors with eigenvalues greater than 1. Is this warranted? Kaiser’s criterion is accurate when there are less than 30 variables and the communalities after extraction are greater than .7, or when the sample size exceeds 250 and the average communality is greater than .6. For these data the sample size is 231 and the mean communality is .559, so extracting five factors is not really warranted. The scree plot shows clear inflexions at three and five factors and so using the scree plot you could justify extracting three or five factors.

Looking at the rotated component matrix (and using loadings greater than .4 as recommended by Stevens) we see the following pattern:

Factor 1: preference for organization

1. Q8: I am an organized person 
2. Q13: I like to have my documents filed and in order
3. Q14: I find it easy to work in a disorganized environment
4. Q 16: My workspace is messy and disorganized
5. Q17: I like to be organized
6. Q22: I like to work in an organized environment
Note: It’s odd that none of these have reverse loadings.

Factor 2: plan approach

7. Q1: I like to have a plan to work to in everyday life
8. Q3: I get most things done in a day that I want to
9. Q4: I stick to a plan once I have made it
10. Q9: I like to know what I have to do in a day
11. Q15: I make ‘to do’ lists and achieve most of the things on it
12. Q 21: I prioritize the things I have to do
13. Q24: I set deadlines for myself and achieve them
Factor 3: goal achievement

14. Q7: I find it difficult to follow a plan through
15. Q11: I leave things to the last minute
16. Q19: I feel that I am wasting my time
17. Q20: I forget the plans I have made
18. Q25: I change rather aimlessly from one activity to another during the day
19. Q26: I have trouble organizing the things I have to do
20. Q27: I put tasks off to another day
Factor 4: acceptance of delays

21. Q2: I feel frustrated when things don’t go to plan
22. Q6: I feel frustrated if I can’t find something I need
23. Q10: Disorganized people annoy me
24. Q18: Interruptions to my daily routine annoy me
Factor 5: preference for routine

25. Q5: I enjoy spontaneity and uncertainty
26. Q12: I have many different plans relating to the same goal
27. Q23: I feel relaxed when I don't have a routine
28. Q28: I feel restricted by schedules and plans
Therefore, it seems as though there is some factorial validity to the structure.

Chapter 18

Task 1
· Certain editors at Sage Publications like to think they're a bit of a whiz at football (soccer if you prefer). To see whether they are better than Sussex lecturers and postgraduates we invited various employees of Sage to join in our football matches (oh, sorry, I mean we invited them down for important meetings about books). Every player was only allowed to play in one match. Over many matches, we counted the number of players that scored goals. The data are in the file SageEditorsCanPlayFootball.sas7bdat. Do a chi-square test to see whether more publishers or academics scored goals.We predict that Sussex people will score more than Sage people. [image: image112.png]


 

SAS Syntax

Let’s run the analysis on the first question.  We use PROC FREQ, and we need to remember to include a WEIGHT line, as the data are in the form of frequencies, not raw data.  We use the options on the TABLES line to ask for a chi-square test (or tests) and the expected frequencies under the null hypothesis.

PROC FREQ DATA=dsusas.sageeditors;


WEIGHT frequent;


TABLES score*job /CHISQ EXPECTED;


RUN;
SAS Output
	Table of score by job

	score(Did they score a goal?)
	job(Job)

	Frequency
Expected
Percent
Row Pct
Col Pct
	Sage Publications
	University of Sussex
	Total

	Yes
	5
8.7273
6.49
17.86
20.83
	23
19.273
29.87
82.14
43.40
	28

36.36



	No
	19
15.273
24.68
38.78
79.17
	30
33.727
38.96
61.22
56.60
	49

63.64



	Total
	24
31.17
	53
68.83
	77
100.00


	Statistic
	DF
	Value
	Prob

	Chi-Square
	1
	3.6342
	0.0566

	Likelihood Ratio Chi-Square
	1
	3.8343
	0.0502

	Continuity Adj. Chi-Square
	1
	2.7246
	0.0988

	Mantel-Haenszel Chi-Square
	1
	3.5870
	0.0582

	Phi Coefficient
	
	-0.2173
	

	Contingency Coefficient
	
	0.2123
	

	Cramer's V
	
	-0.2173
	


	Fisher's Exact Test

	Cell (1,1) Frequency (F)
	5

	Left-sided Pr <= F
	0.0471

	Right-sided Pr >= F
	0.9867

	
	

	Table Probability (P)
	0.0338

	Two-sided Pr <= P
	0.0748


The crosstabulation produced by SAS contains the number of cases that fall into each combination of categories. We can see that in total 28 people scored goals (36.4% of the total) and of these 5 were from Sage Publications (17.9% of the total that scored) and 23 were from Sussex (82.1% of the total that scored); 49 people didn’t score at all (63.6% of the total) and, of those, 19 worked for Sage (38.8% of the total that didn’t score) and 30 were from Sussex (61.2% of the total that didn’t score).

Before moving on to look at the test statistic itself it is vital that we check that the assumption for chi-square has been met. The assumption is that in 2 ( 2 tables (which is what we have here), all expected frequencies should be greater than 5. If you look at the expected counts in the crosstabulation table, it should be clear that the smallest expected count is 8.7 (for Sage editors who scored). This value exceeds 5 and so the assumption has been met. 

Pearson’s chi-square test examines whether there is an association between two categorical variables (in this case the job and whether the person scored or not). As part of PROC FREQ, SAS produces a table that includes the chi-square statistic and its significance value. The chi-square statistic tests whether the two variables are independent. If the significance value is small enough (conventionally it must be less than .05) then we reject the null hypothesis that the variables are independent and accept the hypothesis that they are in some way related. The value of the chi-square statistic is given in the table (and the degrees of freedom), as is the significance value. The value of the chi-square statistic is 3.63. This value has a two-tailed significance of .057, which is bigger than .05 (hence non-significant). 

Calculating an Effect Size

The odds of someone scoring given that they were employed by Sage are 5/19 = 0.26, and the odds of someone scoring given that they were employed by Sussex University are 23/30 = 0.77. Therefore, the odds ratio is 0.26/0.77 = 0.34. In other words, the odds of scoring if you work for Sage are 0.34 times higher than if you work for Sussex; a better way to express this is that if you work for Sage, the odds of scoring are 1/0.34 = 2.95 lower than if you work for Sussex! 

Reporting the Results of Chi-Square

We could report:

· There was a non-significant association between the type of job and whether or not a person scored a goal, (2(1) = 3.63, p > .05. This represents the fact that, based on the odds ratio, Sage employees were 2.95 times less likely to score than Sussex employees.

Task 2
· I wrote much of this update while on sabbatical in the Netherlands (I have a real soft spot for Holland). However, living there for three months did enable me to notice certain cultural differences to England. The Dutch are famous for travelling by bike; they do it much more than the English. However, I noticed that many more Dutch people cycle while steering with only one hand. I pointed this out to one of my friends, Birgit Mayer, and she said that I was being a crazy English fool and that Dutch people did not cycle one-handed. Several weeks of my pointing at one-handed cyclists and her pointing at two-handed cyclists ensued. To put it to the test I counted the number of Dutch and English cyclists who ride with one or two hands on the handlebars (Handlebars.sas7bdat). Can you work out which one of us is right? [image: image113.png]



SAS Syntax

PROC FREQ DATA=dsusas.handlebars;


WEIGHT frequency;


TABLES hands*nationality /CHISQ EXPECTED ;


RUN;
SAS Output

	Table of HANDS by NATIONALITY

	HANDS(How do they ride their bike?)
	NATIONALITY(Nationality)

	Frequency
Expected
Percent
Row Pct
Col Pct
	1
	2
	Total

	1
	120
110.04
13.81
87.59
17.19
	17
26.959
1.96
12.41
9.94
	137

15.77



	2
	578
587.96
66.51
78.96
82.81
	154
144.04
17.72
21.04
90.06
	732

84.23



	Total
	698
80.32
	171
19.68
	869
100.00


Statistics for Table of HANDS by NATIONALITY

	Statistic
	DF
	Value
	Prob

	Chi-Square
	1
	5.4371
	0.0197

	Likelihood Ratio Chi-Square
	1
	5.9582
	0.0146

	Continuity Adj. Chi-Square
	1
	4.9049
	0.0268

	Mantel-Haenszel Chi-Square
	1
	5.4309
	0.0198

	Phi Coefficient
	
	0.0791
	

	Contingency Coefficient
	
	0.0789
	

	Cramer's V
	
	0.0791
	


	Fisher's Exact Test

	Cell (1,1) Frequency (F)
	120

	Left-sided Pr <= F
	0.9946

	Right-sided Pr >= F
	0.0109

	
	

	Table Probability (P)
	0.0056

	Two-sided Pr <= P
	0.0191


The table produced by SAS contains the number of cases that falls into each combination of categories. We can see that in total 137 people rode their bike one-handed, of which 120 (87.6%) were Dutch and only 17 (12.4%) were English; 732 people rode their bike two-handed, of which 578 (79%) were Dutch and only 154 (21%) were English.

Before moving on to look at the test statistic itself it is vital that we check that the assumption for chi-square has been met. The assumption is that in 2 ( 2 tables (which is what we have here), all expected frequencies should be greater than 5. If you look at the expected counts in the table, it should be clear that the smallest expected count is 27 (for English people who ride their bike one-handed). This value exceeds 5 and so the assumption has been met. 

The value of the chi-square statistic is 5.44. This value has a two-tailed significance of .020, which is smaller than .05 (hence significant). This suggests that the pattern of bike riding (i.e. relative numbers of one- and two-handed riders) significantly differs in English and Dutch people. 

The significant result indicates that there is an association between whether someone is Dutch or English and whether they ride their bike one- or two-handed. Looking at the frequencies, this finding seems to show that the ratio of one- to two-handed riders differs in Dutch and English people. In Dutch people 17.2% ride their bike one-handed compared to 82.8% who ride two-handed. In England, though, only 9.9% rode their bike one-handed (almost half as many as in Holland), and 90.1% rode their bikes two-handed. If we look at the standardized residuals (in the contingency table) we can see that the only cell with a residual approaching significance (a value that lies outside of ±1.96) is the cell for English people riding one-handed (z = –1.9). The fact that this value is negative tells us that fewer people than expected fell into this cell.

Calculating an Effect Size

The odds of someone riding one-handed if they are Dutch are 120/578 = 0.21, and the odds of someone riding one-handed if they are English are 17/154 = 0.11. Therefore, the odds ratio is 0.21/0.11 = 1.9. In other words, the odds of riding one-handed if you are Dutch are 1.9 times higher than if you are English (or the odds of riding one-handed if you are English are about half the odd if you are Dutch).  

Reporting the Results of Chi-Square

We could report:

· There was a significant association between nationality and whether the Dutch or English rode their bike one- or two-handed, (2 (1) = 5.44, p < .05. This represents the fact that, based on the odds ratio, the odds of riding a bike one-handed were 1.9 time higher for Dutch people than English people. This supports Field’s argument that there are more one-handed bike riders in the Netherlands than in England and utterly refutes Mayer’s theory that Field is a complete idiot. These data are in no way made up.

Task 3
· I was interested in whether horoscopes are just a figment of people’s minds. Therefore, I got 2201 people, made a note of their star sign (this variable, obviously, has 12 categories: Capricorn, Aquarius, Pisces, Aries, Taurus, Gemini, Cancer, Leo, Virgo, Libra, Scorpio and Sagittarius) and whether they believed in horoscopes (this variable has two categories: believer or unbeliever). I then sent them a horoscope in the post of what would happen over the next month: everybody, regardless of their star sign, received the same horoscope which read ‘August is an exciting month for you. You will make friends with a tramp in the first week of the month and cook him a cheese omelette. Curiosity is your greatest virtue, and in the second week you’ll discover knowledge of a subject that you previously thought was boring, statistics perhaps. You might purchase a book around this time that guides you towards this knowledge. Your new wisdom leads to a change in career around the third week, when you ditch your current job and become an accountant. By the final week you find yourself free from the constraints of having friends, your boy/girlfriend has left you for a Russian ballet dancer with a glass eye, and you now spend your weekends doing loglinear analysis by hand with a pigeon called Hephzibah for company’. At the end of August I interviewed all of these people and I classified the horoscope as having come true, or not, based on how closely their lives matched the fictitious horoscope. The data are in the file Horoscope.sas7bdat. Conduct a loglinear analysis to see whether there is a relationship between the person’s star sign, whether they believe in horoscopes and whether the horoscope came true. [image: image114.png]



SAS Syntax

We have three variables, so we can have three levels of interactions – one-way, two-way and three-way. We’ll use three PROC CATMOD statements, one for three-way interactions, one for two-way interactions and one for one-way effects.  We have a frequency count variable and we tell SAS about it with the WEIGHT option.

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@3;


RUN;

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@2;


RUN;

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@1;


RUN;
SAS Ouput

Let’s look at the three tables (from the three outputs) for the maximum likelihood analysis of variance.  

Three-way interactions

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	STARSIGN
	11
	318.51
	<.0001

	BELIEVE
	1
	0.76
	0.3829

	STARSIGN*BELIEVE
	11
	18.89
	0.0631

	TRUE
	1
	0.16
	0.6906

	STARSIGN*TRUE
	11
	9.13
	0.6099

	BELIEVE*TRUE
	1
	12.88
	0.0003

	STARSIGN*BELIEVE*TRUE
	11
	8.83
	0.6379

	
	
	
	

	Likelihood Ratio
	0
	.
	.


Two-way interactions

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	STARSIGN
	11
	317.61
	<.0001

	BELIEVE
	1
	0.77
	0.3790

	STARSIGN*BELIEVE
	11
	20.35
	0.0408

	TRUE
	1
	0.10
	0.7510

	STARSIGN*TRUE
	11
	10.55
	0.4821

	BELIEVE*TRUE
	1
	12.50
	0.0004

	
	
	
	

	Likelihood Ratio
	11
	8.84
	0.6365


Main effects only

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	STARSIGN
	11
	320.48
	<.0001

	BELIEVE
	1
	1.58
	0.2086

	TRUE
	1
	0.33
	0.5650

	
	
	
	

	Likelihood Ratio
	34
	50.93
	0.0311


Look at the first table, with three-way interactions.  The likelihood ratio doesn’t exist, because it has all possible effects.

Now look at the second table, with the two-way effects.  We’ve removed the three-way effects so we get a likelihood ratio chi-square.  This is not significant (p = .637) which means that we can happily lose the two-way interactions.

Now look at the third table – with main effects only.  This has a chi-square of 50.9, with 34 df.  The p-value of .031 is significant (it’s less than .05) and so we can reject the null hypothesis that this model can account for the data.  Therefore we need to go back to the model with the two-way interactions.

What this is actually telling us is that the three-way interaction is not significant: removing it from the model does not have a significant effect on how well the model fits the data. We also know that removing all two-way interactions does have a significant effect on the model, as does removing the main effects, but you have to remember that loglinear analysis should be done hierarchically and so these two-way interactions are more important than the main effects.

Going back to the two way table, we can see that the significant effects are starsign (< .001), starsign*believe ( .041) and believe*true.

The believe ( true Interaction

The next step is to try to interpret these interactions. The first useful thing we can do is to collapse the data. Remember from the chapter that there are the following rules for collapsing data: (1) the highest-order interaction should be non-significant; and (2) at least one of the lower-order interaction terms involving the variable to be deleted should be non-significant. We need to look at the starsign ( believe and believe ( true interactions. Let’s take believe ( true first. Ideally we want to collapse the data across the starsign variable. To do this the three-way interaction must be non-significant (it was) and at least one lower-order interaction involving starsign must be also (the starsign ( true interaction was). So, we can look at this interaction by doing a chi-square on believe and true, ignoring starsign. The syntax and results are below:

PROC FREQ DATA=dsusas.horoscope;


WEIGHT freq;


TABLES true*believe / CHISQ NOROW NOCOL EXPECTED;


RUN;
	Table of TRUE by BELIEVE

	TRUE(Did Their Horoscope Come True?)
	BELIEVE(Do They Believe?)

	Frequency
Expected
Percent
	0
	1
	Total

	0
	582
542.07
26.44
	532
571.93
24.17
	1114

50.61

	1
	489
528.93
22.22
	598
558.07
27.17
	1087

49.39

	Total
	1071
48.66
	1130
51.34
	2201
100.00


	Statistic
	DF
	Value
	Prob

	Chi-Square
	1
	11.6010
	0.0007

	Likelihood Ratio Chi-Square
	1
	11.6117
	0.0007

	Continuity Adj. Chi-Square
	1
	11.3123
	0.0008

	Mantel-Haenszel Chi-Square
	1
	11.5958
	0.0007

	Phi Coefficient
	
	0.0726
	

	Contingency Coefficient
	
	0.0724
	

	Cramer's V
	
	0.0726
	


This chi-square is highly significant. To interpret this we could consider calculating some odds ratios. First, the odds of the horoscope coming true given that the person was a believer were 598/532 = 1.12. However, the odds of the horoscope coming true given that the person was an unbeliever were 489/582 = 0.84. Therefore, the odds ratio is 1.12/0.84 = 1.33. We can interpret this by saying that the odds that a horoscope would come true were 1.33 times higher in believers than non-believers. Given that the horoscopes were made-up twaddle this might be evidence that believers behave in ways to make their horoscopes come true!

The starsign ( believe Interaction

Next, we can look at the starsign ( believe interaction. For this interaction we’d like to collapse across the true variable, To do this: (1) the highest-order interaction should be non-significant (which it is); and (2) at least one of the lower-order interaction terms involving the variable to be deleted should be non-significant (the starsign ( true interaction was). So, we can look at this interaction by doing a chi-square on starsign and believe, ignoring true. The syntax and results are below:

PROC FREQ DATA=dsusas.horoscope;


WEIGHT freq;


TABLES starsign*believe / CHISQ NOROW NOCOL EXPECTED;


RUN;

	Table of STARSIGN by BELIEVE

	STARSIGN(Star Sign)
	BELIEVE(Do They Believe?)

	Frequency
Expected
Percent
	0
	1
	Total

	1
	102
103.16
4.63
	110
108.84
5.00
	212

9.63

	2
	46
47.2
2.09
	51
49.8
2.32
	97

4.41

	3
	106
116.78
4.82
	134
123.22
6.09
	240

10.90

	4
	78
98.293
3.54
	124
103.71
5.63
	202

9.18

	5
	98
91.967
4.45
	91
97.033
4.13
	189

8.59

	6
	118
100.24
5.36
	88
105.76
4.00
	206

9.36

	7
	160
164.96
7.27
	179
174.04
8.13
	339

15.40

	8
	37
33.575
1.68
	32
35.425
1.45
	69

3.13

	9
	124
116.3
5.63
	115
122.7
5.22
	239

10.86

	10
	53
54.012
2.41
	58
56.988
2.64
	111

5.04

	11
	52
52.552
2.36
	56
55.448
2.54
	108

4.91

	12
	97
91.967
4.41
	92
97.033
4.18
	189

8.59

	Total
	1071
48.66
	1130
51.34
	2201
100.00


	Statistic
	DF
	Value
	Prob

	Chi-Square
	11
	19.6341
	0.0506

	Likelihood Ratio Chi-Square
	11
	19.7366
	0.0491

	Mantel-Haenszel Chi-Square
	1
	2.6510
	0.1035

	Phi Coefficient
	
	0.0944
	

	Contingency Coefficient
	
	0.0940
	

	Cramer's V
	
	0.0944
	


This chi-square is borderline significant. It doesn’t make a lot of sense to compute odds ratios because there are so many star signs (although we could use one star sign as a base category and compute odds ratios for all other signs compared to this category). However, the obvious general interpretation of this effect is that the ratio of believers to unbelievers in certain star signs is different. For example, in most star signs there is a roughly 50:50 split of believers and unbelievers, but for Aries there is a 40:60 split and it is probably this difference that is contributing most to the effect. However, it’s important to keep this effect in perspective. It may not be that interesting that we happened to sample a different ratio of believers and unbelievers in certain star signs (unless you believe that certain star signs should have more cynical views of horoscopes than others). We actually set out to find out something about whether the horoscopes would come true and it’s worth remembering that this interaction ignores the crucial variable that measured whether or not the horoscope came true.

Reporting the Results 

For this example we could report:

· The three-way loglinear analysis produced a final model that retained the starsign ( believe and believe ( true interactions. The starsign ( believe interaction was significant, (2 (11) = 20.4, p < .05. This interaction indicates that the ratio of believers and unbelievers was different across the 12 star signs. In particular. the ratio in Aries (38.6:62.4 ratio of unbelievers to believers) was quite different from the other groups, which consistently had a roughly 50:50 split. The believe ( true interaction was also significant, (2(1) = 12.5, p < .001. The odds ratio indicated that the odds of the horoscope coming true were 1.33 times more likely in believers than non-believers. Given that the horoscopes were made-up twaddle, this might be evidence that believers behave in ways to make their horoscopes come true.

Task 4
· On my statistics course students have weekly classes in a computer laboratory. These classes are run by postgraduate tutors but I often pop in to help out. I’ve noticed in these sessions that many students are studying Facebook rather more than they are studying the very interesting statistics assignments that I have set them. I wanted to see the impact that this behaviour had on their exam performance. I collected data from all 260 students on my course. First I checked their attendance and classified them as having attended either more or less than 50% of their lab classes. Next, I classified them as being either someone who looked at facebook during their lab class, or someone who never did. Lastly, after the Research Methods in Psychology (RMiP) exam, I classified them as having either passed or failed (exam). The data are in Facebook.sas7bdat. Do a loglinear analysis on the data to see if there is an association between studying Facebook and failing your exam. [image: image115.png]



SAS Syntax

As well as the loglinear model, let’s also get a table of frequencies to explore the data.  We’ll use PROC FREQ for that. 
PROC FREQ DATA=dsusas.facebook;


WEIGHT freq;


TABLES facebook*attendance*exam/ CHISQ NOROW NOCOL EXPECTED;


RUN;

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@3;


RUN;

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@2;


RUN;

PROC CATMOD DATA=dsusas.horoscope;


WEIGHT freq;


MODEL starsign*believe*true = _response_ ;


LOGLIN 
starsign|believe|true@1;


RUN;

SAS Output

The crosstabulation produced by SAS contains the number of cases that falls into each combination of categories. There are no expected counts less than 5, so our assumptions are met.

	Table 1 of ATTENDANCE by EXAM

	Controlling for FACEBOOK=1

	ATTENDANCE(Attendance at Lab Classes)
	EXAM(RMiP Exam Result)

	Frequency
Expected
Percent
	1
	2
	Total

	1
	39
29.192
37.50
	30
39.808
28.85
	69

66.35

	2
	5
14.808
4.81
	30
20.192
28.85
	35

33.65

	Total
	44
42.31
	60
57.69
	104
100.00


	Table 2 of ATTENDANCE by EXAM

	Controlling for FACEBOOK=2

	ATTENDANCE(Attendance at Lab Classes)
	EXAM(RMiP Exam Result)

	Frequency
Expected
Percent
	1
	2
	Total

	1
	98
81.872
62.82
	5
21.128
3.21
	103

66.03

	2
	26
42.128
16.67
	27
10.872
17.31
	53

33.97

	Total
	124
79.49
	32
20.51
	156
100.00


Output from Loglinear Analysis

Let’s look at the maximum likelihood analysis of variance tables.

Three-way effects

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	FACEBOOK
	1
	0.78
	0.3761

	ATTENDANCE
	1
	4.97
	0.0258

	FACEBOOK*ATTENDANCE
	1
	10.08
	0.0015

	EXAM
	1
	3.43
	0.0640

	FACEBOOK*EXAM
	1
	34.52
	<.0001

	ATTENDANCE*EXAM
	1
	44.43
	<.0001

	FACEBOOK*ATTENDANCE*EXAM
	1
	1.59
	0.2071

	
	
	
	

	Likelihood Ratio
	0
	.
	.


Two-way effects

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	FACEBOOK
	1
	4.72
	0.0299

	ATTENDANCE
	1
	14.04
	0.0002

	FACEBOOK*ATTENDANCE
	1
	10.10
	0.0015

	EXAM
	1
	1.85
	0.1738

	FACEBOOK*EXAM
	1
	37.68
	<.0001

	ATTENDANCE*EXAM
	1
	45.76
	<.0001

	
	
	
	

	Likelihood Ratio
	1
	1.57
	0.2099


Main effects only

	Maximum Likelihood Analysis of Variance

	Source
	DF
	Chi-Square
	Pr > ChiSq

	FACEBOOK
	1
	10.26
	0.0014

	ATTENDANCE
	1
	26.15
	<.0001

	EXAM
	1
	21.56
	<.0001

	
	
	
	

	Likelihood Ratio
	4
	101.25
	<.0001


The tables show us that if we remove the three-way effect, the model is not significant (p = .210) but that we can’t remove the two-way effects (p < .001), so we need to go to the two-way effects. As each variable only has two levels, we can look at the parameter estimates.

	Analysis of Maximum Likelihood Estimates

	Parameter
	
	Estimate
	Standard
Error
	Chi-
Square
	Pr > ChiSq

	FACEBOOK
	1
	-0.1611
	0.0742
	4.72
	0.0299

	ATTENDANCE
	1
	0.2855
	0.0762
	14.04
	0.0002

	FACEBOOK*ATTENDANCE
	1 1
	0.3090
	0.0972
	10.10
	0.0015

	EXAM
	1
	0.1107
	0.0814
	1.85
	0.1738

	FACEBOOK*EXAM
	1 1
	-0.5800
	0.0945
	37.68
	<.0001

	ATTENDANCE*EXAM
	1 1
	0.6485
	0.0959
	45.76
	<.0001


The main effect of attendance was significant, χ2(1) = 14.0, p < .001, indicating (based on the contingency table) that significantly more students attended over 50% of their classes (N = 39 + 30 + 98 + 5 = 172) than attended less than 50% (N = 5 + 30 + 26 + 27 = 88).

The main effect of Facebook was significant, χ2(1) = 4.72, p = .030, indicating (based on the contingency table) that significantly fewer students looked at Facebook during their classes (N = 39 + 30 + 5 + 30 = 104) than did not look at Facebook (N =  98 + 5 + 26 + 27 = 156).

The attendance × exam interaction was significant, χ2(1) = 45.8, p < .01, indicating that whether you attended more or less than 50% of classes affected exam performance. 

Those who attended more than half of their classes had a much better chance of passing their exam (nearly 80% passed) than those attending less than 50% of classes (only 35% passed).

The Facebook × exam interaction was significant, χ2(1) = 37.7, p < .001, indicating that whether you looked at Facebook or not affected exam performance. Those who looked at Facebook had a much lower chance of passing their exam (58% failed) than those who didn’t look at Facebook during their lab classes (around 80% passed).

Chapter 19

Task 1
· Using the cosmetic surgery example, run the analysis described in section 19.6.5 but also including BDI, age and gender as fixed effect predictors. What differences does including these predictors make?

SAS Syntax

PROC MIXED DATA=dsusas.cosmeticsurgery;

MODEL post_qol = base_qol surgery  age bdi  reason gender 

surgery*reason / SOLUTION;


RANDOM intercept surgery  / SUBJECT=clinic TYPE=UN;


RUN;
SAS Output

	Covariance Parameter Estimates

	Cov Parm
	Subject
	Estimate

	UN(1,1)
	CLINIC
	24.0302

	UN(2,1)
	CLINIC
	-6.7009

	UN(2,2)
	CLINIC
	3.3537

	Residual
	
	27.7430


	Fit Statistics

	-2 Res Log Likelihood
	1729.4

	AIC (smaller is better)
	1737.4

	AICC (smaller is better)
	1737.6

	BIC (smaller is better)
	1738.6


	Null Model Likelihood Ratio Test

	DF
	Chi-Square
	Pr > ChiSq

	3
	51.69
	<.0001


	Solution for Fixed Effects

	Effect
	Estimate
	Standard Error
	DF
	t Value
	Pr > |t|

	Intercept
	30.2260
	3.7645
	9
	8.03
	<.0001

	BASE_QOL
	0.2184
	0.05058
	250
	4.32
	<.0001

	SURGERY
	-3.8838
	1.3091
	9
	-2.97
	0.0158

	AGE
	0.2870
	0.04854
	250
	5.91
	<.0001

	BDI
	0.1834
	0.04594
	250
	3.99
	<.0001

	REASON
	1.4452
	1.3408
	250
	1.08
	0.2821

	GENDER
	-1.0692
	1.1437
	250
	-0.93
	0.3508

	SURGERY*REASON
	4.8741
	1.5038
	250
	3.24
	0.0014


Comparing the loglikelihoods of the two models, we find that for the model without BDI, age and gender as predictors, we found: 

–2LL= 1789

With those predictors:

–2LL = 1729

The χ2 statistic is given by the change in the –2LL, with df equal to the number of additional parameters in the model:
    χ2   =  1789 – 1729 = 60

 and df = 3 (because we added three variables).

Consulting the χ2 table we find that χ2 = 60 with 3 df gives p < .001, therefore we can conclude that these variables are giving us additional information.  Look at the differences in parameter estimates to determine what changes this made.

Task 2
· Using our growth model example in this chapter, analyse the data but include gender as an additional covariate. Does this change your conclusions?.

SAS Syntax

We’ll need to create the honeymoonperiodlong data set in the work folder, as in the book. Then we run the syntax:

PROC MIXED DATA=honeymoonperiodlong METHOD=ML COVTEST;

    CLASS person;

    MODEL life_satisfaction = time time*time time*time*time gender /



SOLUTION  ;

    RANDOM intercept time/SUBJECT=person TYPE=ARH(1);

    RUN;

SAS Output

	Covariance Parameter Estimates

	Cov Parm
	Subject
	Estimate
	Standard Error
	Z Value
	Pr Z

	Var(1)
	PERSON
	3.9001
	0.7030
	5.55
	<.0001

	Var(2)
	PERSON
	0.2446
	0.09687
	2.52
	0.0058

	ARH(1)
	PERSON
	-0.3875
	0.1512
	-2.56
	0.0104

	Residual
	
	1.8342
	0.1789
	10.26
	<.0001


	Fit Statistics

	-2 Log Likelihood
	1798.7

	AIC (smaller is better)
	1816.7

	AICC (smaller is better)
	1817.2

	BIC (smaller is better)
	1841.4


	Null Model Likelihood Ratio Test

	DF
	Chi-Square
	Pr > ChiSq

	3
	178.75
	<.0001


	Solution for Fixed Effects

	Effect
	Estimate
	Standard Error
	DF
	t Value
	Pr > |t|

	Intercept
	6.6957
	0.2872
	113
	23.32
	<.0001

	time
	1.5444
	0.4882
	114
	3.16
	0.0020

	time*time
	-1.3233
	0.4315
	114
	-3.07
	0.0027

	time*time*time
	0.1702
	0.09537
	114
	1.78
	0.0770

	GENDER
	-0.1230
	0.3643
	206
	-0.34
	0.7360


The output is the same as the last output in the chapter except that it now includes the effect of gender. To see whether gender has improved the model we again compare the value of –2LL for this new model to the value in the previous model. We have added only one term to the model so the new degrees of freedom will have risen by 1, from 8 to 9 (again you can find the value of 8 in the row labelled Total in the column labelled Number of Parameters, in the table called Model Dimension). We can compute the change in –2LL as a result of gender by subtracting the –2LL for this model (1798.7)  from the –2LL for the last model in the chapter (1798.9), which gives a χ2 statistic of 0.2.

The critical values for the chi-square statistic for df = 1 in the Appendix are 3.84 (p < .05) and 6.63 (p < .01); therefore, this change is not significant because 0.2 is less than the critical value of 3.84.

The table of fixed effects and the parameter estimates tell us that the linear, t( 114) = 3.16, p < .01, and quadratic, t( 114) = -3.07, p < .01, trends both significantly described the pattern of the data over time; however, the cubic trend, t(114) = 1.78, p > .05, does not. These results are basically the same as in the chapter. Gender itself is also not significant in this table, t(206) = -0.34, p = .736.

These results confirm what we already know from the chapter. The trend in the data is best described by a second-order polynomial, or a quadratic trend. This reflects the initial increase in life satisfaction 6 months after finding a new partner but a subsequent reduction in life satisfaction at 12 and 18 months after the start of the relationship. The parameter estimates tell us much the same thing. As such our conclusions have been unaffected by including gender.

Task 3
· Getting kids to exercise (Hill, Abraham, & Wright, 2007). The purpose of this research was to examine whether providing children with a leaflet based on the ‘theory of planned behaviour’ increases children’s exercise. There were four different interventions (intervention): a control group, a leaflet, a leaflet and quiz, and a leaflet and plan. A total of 503 children from 22 different classrooms were sampled (classroom). It was not practical to have children in the same classrooms in different conditions, therefore the 22 classrooms were randomly assigned to the four different conditions. Children were asked ‘On average over the last three weeks, I have exercised energetically for at least 30 minutes ______ times per week’ after the intervention (post_exercise). Run a multilevel model analysis on these data (Hilletal2007.sas7bdat) to see whether the intervention affected the children’s exercise levels (the hierarchy in the data is: children within classrooms).

SAS Syntax

It doesn’t really make much difference which category you have as the reference category when you have a categorical variable (you can, after all, estimate anything you like with ESTIMATE statements in PROC MIXED), however, sometimes it’s easier to get SAS to choose the correct reference category from the start.  And here’s one way to do that.  By default, SAS chooses the largest value as the reference category.  However, we can ask it to consider the categories not in alphanumeric order, but in the order it encounters them in the data.  We just need to make sure the control group is last, and we do that by sorting the data, in descending order (the default is ascending – going up).

PROC SORT DATA=dsusas.hilletal2007 ;


BY DESCENDING intervention ;


RUN;
Then we run PROC MIXED, using ORDER=DATA.

PROC MIXED DATA=dsusas.hilletal2007 METHOD=ML COVTEST ORDER=DATA ;

   
CLASS classroom intervention;

    MODEL post_exercise = intervention/



SOLUTION  ;

    RANDOM intercept /SUBJECT=classroom TYPE=VC;

    RUN;
SAS Output

	Model Information

	Data Set
	DSUSAS.HILLETAL2007

	Dependent Variable
	POST_EXERCISE

	Covariance Structure
	Variance Components

	Subject Effect
	CLASSROOM

	Estimation Method
	ML

	Residual Variance Method
	Profile

	Fixed Effects SE Method
	Model-Based

	Degrees of Freedom Method
	Containment


	Class Level Information

	Class
	Levels
	Values

	CLASSROOM
	22
	6 11 13 14 19 3 4 7 12 16 21 2 22 8 10 17 1 5 9 15 18 20

	INTERVENTION
	4
	Leaflet + Plan Leaflet + Quiz Leaflet Control


	Dimensions

	Covariance Parameters
	2

	Columns in X
	5

	Columns in Z Per Subject
	1

	Subjects
	22

	Max Obs Per Subject
	27


	Number of Observations

	Number of Observations Read
	503

	Number of Observations Used
	503

	Number of Observations Not Used
	0


	Iteration History

	Iteration
	Evaluations
	-2 Log Like
	Criterion

	0
	1
	835.18006907
	

	1
	2
	824.85847566
	0.00000006

	2
	1
	824.85847249
	0.00000000


	Convergence criteria met.


	Covariance Parameter Estimates

	Cov Parm
	Subject
	Estimate
	Standard Error
	Z Value
	Pr > Z

	Intercept
	CLASSROOM
	0.01718
	0.009013
	1.91
	0.0283

	Residual
	
	0.2907
	0.01874
	15.51
	<.0001


	Fit Statistics

	-2 Log Likelihood
	824.9

	AIC (smaller is better)
	836.9

	AICC (smaller is better)
	837.0

	BIC (smaller is better)
	843.4


	Solution for Fixed Effects

	Effect
	Intervention
	Estimate
	Standard Error
	DF
	t Value
	Pr > |t|

	Intercept
	
	1.6477
	0.07167
	18
	22.99
	<.0001

	INTERVENTION
	Leaflet + Plan
	0.2497
	0.1052
	481
	2.37
	0.0180

	INTERVENTION
	Leaflet + Quiz
	0.1353
	0.1012
	481
	1.34
	0.1818

	INTERVENTION
	Leaflet
	0.1881
	0.1042
	481
	1.80
	0.0717

	INTERVENTION
	Control
	0
	.
	.
	.
	.


	Type 3 Tests of Fixed Effects

	Effect
	Num DF
	Den DF
	F Value
	Pr > F

	INTERVENTION
	3
	481
	2.08
	0.1014


The first part of the output gives details about the model being entered into the SAS machinery. The Fit Statistics box gives some of the popular methods for assessing the fit models. AIC and BIC are two of the most popular. The Type 3 Tests of Fixed Effects box gives the information in which most of you will be most interested. It says that the effect of intervention is non-significant, F(3, 481) = 2.1, p = .101. A few words of warning: calculating a p-value requires assuming that the null hypothesis is true. In most of the statistical procedures covered in this book you would construct a probability distribution based on this null hypothesis, and often it is fairly simple, like the z- or t-distribution. For multilevel models the probability distribution of the null is often not known. Most packages that estimate p-values for multilevel models estimate this probability in a complex way. This is why the denominator degrees of freedom is not always a whole number. For more complex models there is concern about the accuracy of some of these approximations. Many methodologists urge caution rejecting hypotheses even when the observed p-value is less than .05.

The covariance parameter estimates shows how much of the variability in responses is associated with which class a person is in: 0.017/(0.017 + 0.2907) = 5.5%. This sounds fairly small, but is actually quite large, and shows that the classrooms are having an effect.
The result from these data could be that the condition failed to affect exercise. However, there is a lot of individual variability in the amount of exercise people get. A better approach would be to take into account the amount of self-reported exercise prior to the study as a covariate. 

Task 4
· Repeat the above analysis but include the pre-intervention exercise scores (pre_exercise) as a covariate. What difference does this make to the results?

SAS Syntax

PROC MIXED DATA=dsusas.hilletal2007 METHOD=ML COVTEST ORDER=DATA ;

   
CLASS classroom intervention;

    MODEL post_exercise = intervention pre_exercise/



SOLUTION  ;

    RANDOM intercept /SUBJECT=classroom TYPE=VC;

    RUN;
SAS Output

	Class Level Information

	Class
	Levels
	Values

	CLASSROOM
	22
	6 11 13 14 19 3 4 7 12 16 21 2 22 8 10 17 1 5 9 15 18 20

	INTERVENTION
	4
	Leaflet + Plan Leaflet + Quiz Leaflet Control


	Dimensions

	Covariance Parameters
	2

	Columns in X
	6

	Columns in Z Per Subject
	1

	Subjects
	22

	Max Obs Per Subject
	27


	Covariance Parameter Estimates

	Cov Parm
	Subject
	Estimate
	Standard Error
	Z Value
	Pr > Z

	Intercept
	CLASSROOM
	0.001736
	0.002109
	0.82
	0.2052

	Residual
	
	0.1220
	0.007861
	15.53
	<.0001


	Number of Observations

	Number of Observations Read
	503

	Number of Observations Used
	503

	Number of Observations Not Used
	0


	Fit Statistics

	-2 Log Likelihood
	375.7

	AIC (smaller is better)
	389.7

	AICC (smaller is better)
	389.9

	BIC (smaller is better)
	397.3


	Solution for Fixed Effects

	Effect
	Intervention
	Estimate
	Standard Error
	DF
	t Value
	Pr > |t|

	Intercept
	
	0.4424
	0.05670
	18
	7.80
	<.0001

	PRE_EXERCISE
	
	0.7154
	0.02637
	480
	27.13
	<.0001

	INTERVENTION
	Leaflet + Plan
	0.2184
	0.05135
	480
	4.25
	<.0001

	INTERVENTION
	Leaflet + Quiz
	0.2071
	0.04974
	480
	4.16
	<.0001

	INTERVENTION
	Leaflet
	0.1585
	0.05053
	480
	3.14
	0.0018

	INTERVENTION
	Control
	0
	.
	.
	.
	.


	Type 3 Tests of Fixed Effects

	Effect
	Num DF
	Den DF
	F Value
	Pr > F

	PRE_EXERCISE
	1
	480
	735.92
	<.0001

	INTERVENTION
	3
	480
	8.02
	<.0001


Now, after taking into account initial exercise, the condition is statistically significant, F(3, 480) = 8.0, p = < .001. 

Why did you buy me this crappy statistics textbook for Christmas Auntie Kate?





Why did you buy me this crappy statistics textbook for Christmas, Auntie Kate?








� Yes, all right, you don’t think it’s very cool now.  But when your supervisor gives you a file containing 5483 children from 39 schools, and asks you to create a variable that is the difference between each child’s score and the mean for their school, and you can do what we just did (except using PROC MEANS instead of PROC FREQ) and do it in 10 minutes (without any errors) and tell your supervisor it took two hours and you had to be really careful and so you could take a really long lunch break and go home early – well, when that happens you’ll think it’s as cool as we do.


� Previously the example contained two repeated-measures variables (drink type and imagery type), now it will include three variables (two repeated-measures and one between-group).


� It’s interesting that the control group means dropped too. This could be because the control group were undisciplined and still used their mobile phones, or it could just be that the education system is so underfunded that there is no one to teach English any more.
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